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Our Approaches

Existing Works
Ø NP-hard [Garey et al. Book’79] and APX-hard [J. Håstad. FOCS’96]

Ø Exact Algorithms
• branch-and-reduce paradigm [F.	V.	Fomin et	al	.J.ACM’09,	T.	Akiba et	al.	Theor.	Comput.	

Sci.’16]	
• Theoretically	runs	in	𝑂∗ 1.2201' time	and	practically	computes	the	exact	solution	for	

many	small	and	medium-sized	graphs,	but	does	not	handle	large	graphs	well.

Ø Approximation Algorithms
• [U.	Feige J.	Discrete	Math’04,	M.	M.	Halldórsson et	al.	Algorithmica’97,	P.	Berman.	

Theor.Comput.	Sys.’99]
• Approximation	ratio	largely	depends	on	n or	Δ. Not practically useful

Ø Heuristic Algorithms
• Linear-time	algorithms	

§ Greedy,	and	dynamic	update
§ Efficient,	but	can	only	find	small	independent	sets	in	practice.

• Iterative randomized searching algorithms	
§ ARW	[D.	V.	Andrade.	J.Heuristics’12],		ReduMIS [S.	Lamm.	ALENEX’16], OnlineMIS [J.	
Dahlum.	SEA’16]

§ Can find large independent sets, but take long time

Problem Definition

Ø Independent	Set
Given	a	graph	𝐺 = (𝑉, 𝐸),	a	vertex	subset	𝐼 ⊆ 𝑉 is	an	independent	set	if	for	any	two	
vertices	𝑢 and	𝑣 in	𝐼,	there	is	no	edge	between	𝑢 and	𝑣 in	𝐺.

Ø Problem Statement
Given	a	graph	𝐺 = 𝑉, 𝐸 ,	compute	an	independent	set	𝐼	of	𝐺 whose	size	is	the	largest	
among	all	independent	sets	of	𝐺.

Ø BDOne & BDTwo

Ø LinearTime

Ø NearLinear
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Reducing-Peeling Framework
Ø The Framework

Ø Main Observations
• Real	networks	are	usually	power-law	graphs	with	many	low-degree	vertices
• Reduction	rules	have	been	effectively	used	for	low-degree	vertices
• High-degree	vertices	are	less	likely	to	be	in	a	maximum	independent	set

Overview of Our Approaches
Ø Compute	large independent	set	for	large	graphs	in	a	time-efficient and	space-effective

manner	
• Subquadratic (or	even	linear)	time
• 2m	+	O(n)	space:	m is	the	number	of	undirected	edges.

(a)	𝛼 𝐺 = 𝛼 𝐺\ 𝑣
Degree-one	Reduction

Degree-two	Reductions

𝛼 𝐺 : 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑒	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐺

(b)	Isolation	𝛼 𝐺 = 𝛼 𝐺\ 𝑣,𝑤
(c)	Folding	𝛼 𝐺 = 𝛼 𝐺/ 𝑢, 𝑣,𝑤 + 1

𝒅𝒆𝒈 𝒗𝟏 = 𝟏
𝒅𝒆𝒈 𝒗𝟑 = 𝟐

Lemma	4.1:	(Degree-two	Path	
Reductions)	Consider	a	graph 𝐺 =
𝑉, 𝐸 with	minimum	degree	two.		
For	a	maximal	degree-two	path	
𝑃 = 𝑣N, 𝑣O,… , 𝑣Q ,	let	𝑣 ∉ 𝑃 and	
𝑤 ∉ 𝑃 be	the	unique	vertices	
connected	to	𝑣N and	𝑣Q,	
respectively.

Lemma	5.1:	(Dominance	Reduction)	[F.	V.	Fomin et	al.	JACM’09] Vertex	v dominates	vertex	u
if	 𝑣, 𝑢 ∈ 𝐸 and	all	neighbors of	v other	than	u are	also	connected	to	u (i.e.,	𝑁 𝑣 \ 𝑢 ⊆
𝑁 𝑢 ).	If	v dominates	u,	then	there	exists	a	maximum	independent	set	of	G the	excludes	u;	
thus,	we	can	remove	u from	G,	and	𝛼 𝐺 = 𝛼 𝐺\ 𝑢 .

Lemma	5.2:	Vertex	v dominates	its	neighbor u iff ∆ 𝑣, 𝑢 =
𝑑 𝑣 − 1,	where	∆ 𝑣, 𝑢 	is	the	number	of	triangles	
containing	u	and	v

Definition:	(Inexact	Reduction)	
Given	a	graph	𝐺,	we	

remove/peel	the	vertex	with	
the	highest	degree	from	𝐺.
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