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ABSTRACT
𝑘-defective cliques relax cliques by allowing up-to 𝑘 missing edges

from being a complete graph. This relaxation enables us to find

larger near-cliques and has applications in link prediction, cluster

detection, social network analysis and transportation science. The

problem of finding the largest 𝑘-defective clique has been recently

studied with several algorithms being proposed in the literature.

However, the currently fastest algorithm KDBB does not improve

its time complexity from being the trivial O(2𝑛), and also, KDBB’s
practical performance is still not satisfactory. In this paper, we ad-

vance the state of the art for exact maximum 𝑘-defective clique

computation, in terms of both time complexity and practical perfor-

mance. Moreover, we separate the techniques required for achieving

the time complexity from others purely used for practical perfor-

mance consideration; this design choice may facilitate the research

community to further improve the practical efficiency while not sac-

rificing the worst case time complexity. In specific, we first develop

a general framework kDC that beats the trivial time complexity of

O(2𝑛) and achieves a better time complexity than all existing algo-

rithms. The time complexity of kDC is solely achieved by our newly

designed non-fully-adjacent-first branching rule, excess-removal

reduction rule and high-degree reduction rule. Then, to make kDC
practically efficient, we further propose a new upper bound, two

new reduction rules, and an algorithm for efficiently computing a

large initial solution. Extensive empirical studies on three bench-

mark graph collections with 290 graphs in total demonstrate that

kDC outperforms the currently fastest algorithm KDBB by several

orders of magnitude.

CCS CONCEPTS
•Mathematics of computing→ Graph algorithms; • Informa-
tion systems→ Social networks.
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1 INTRODUCTION
The relationship among entities in many applications, such as so-

cial media, communication networks, collaboration networks, web

graphs, and the Internet, can be naturally captured by the graph

model. As a result, real-world graph data is abundant, and graph-

based data analysis has been widely used to extract insights for

guiding the decision-making process. In particular, the problem of

identifying dense (i.e., cohesive) subgraphs has been extensively

studied [10, 24], since it servesmany applications. For example, iden-

tifying large dense subgraphs has been used for detecting anomalies

in financial networks [2], identifying real-time stories in social me-

dia [3], detecting communities in social networks [5], and finding

protein complexes in biological networks [40].

Clique (i.e., complete subgraph) is a classic notion for defining

dense subgraphs, which requires every pair of distinct vertices

in the subgraph to be directly connected by an edge. It is easy

to see that a clique is the densest structure that a subgraph can

be. As a result, clique related problems have been extensively ex-

plored in the literature, and many advancements have been made

regarding clique computation. For example, it has been shown that

the maximum clique is not only NP-hard to compute exactly [23],

but also NP-hard to approximate within a factor of 𝑛1−𝜖 for any

constant 0 < 𝜖 < 1 [19]; here 𝑛 denotes the number of vertices

in the input graph 𝐺 . Nevertheless, exact algorithms have been

studied both theoretically and practically in the literature. The

state-of-the-art time complexity for maximum clique computation

is O∗ (1.1888𝑛) [33], and one of the practically efficient algorithms

isMC-BRB [8]; here the O∗ notation hides polynomial factors. In

addition, the problems of enumerating all maximal cliques, enu-

merating all cliques of the maximum size, and enumerating and

counting all cliques with 𝑘 vertices for a small 𝑘 have also been

extensively studied [9, 14, 20, 27, 42].

Requiring a large subgraph to be fully connected however is of-

ten too restrictive for many applications, such as complex network

analysis [31], considering that data is often noisy or incomplete.

Hence, various clique relaxations have been formulated in the litera-

ture, such as quasi-clique [1], 𝑘-plex [4], 𝑘-club [6], and 𝑘-defective

clique [49]. In this paper, we focus on the 𝑘-defective clique, which

allows a subgraph to miss up-to 𝑘 edges to be a complete subgraph;

note that a 𝑘-defective clique for 𝑘 = 0 is a clique. The concept of

𝑘-defective clique was formulated in [49] for predicting missing

interactions between proteins in biological networks. Besides, it

also finds applications in cluster detection [39], transportation sci-

ence [38], and social network analysis [17, 21]. Since a clique is

also a 𝑘-defective clique for any 𝑘 ≥ 0, the maximum 𝑘-defective

clique is no less than and usually can be much larger than the

maximum clique. Consider the graph in Figure 1, it is easy to see

that the maximum clique size is 4, while the maximum 𝑘-defective
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clique size for any 𝑘 ≤ 4 is 4 + 𝑘 ; specifically, the entire graph is

a 4-defective clique, and the remaining graph after removing any

vertex is a 3-defective clique.

Figure 1: Clique vs. 𝑘-Defective Clique
The problem of maximum 𝑘-defective clique computation is also

NP-hard [48]. The state-of-the-art time complexity for maximum

𝑘-defective clique computation that beats the trivial O∗ (2𝑛) time

complexity is achieved by theMADEC+ algorithm proposed in [11],

which runs in O∗ (𝜎𝑛
𝑘
) time where 𝜎𝑘 < 2 is the largest real root of

the equation 𝑥2𝑘+3 − 2𝑥2𝑘+2 + 1 = 0. Although a graph coloring-

based upper bound aswell as other pruning techniques are proposed

in [11] aiming to improve the practical performance ofMADEC+,
it is shown in [16] that the graph coloring-based upper bound

proposed in [16] is ineffective andMADEC+ is inefficient in practice

especially when 𝑘 ≥ 10. For example, for 𝑘 ≥ 15 on the Facebook

graphs collection (please refer to Section 4 for the description of

the dataset), even the version ofMADEC+ that is further optimized

by the authors of [16] was still not able to find the maximum 𝑘-

defective clique for any graph instance with a time limit of 3 hours.

With the goal of enhancing the practical performance, the KDBB
algorithm is designed in [16] which proposes and incorporates

preprocessing as well as multiple pruning techniques. Nevertheless,

KDBB is still inefficient, and moreover, no time complexity better

than O∗ (2𝑛) has been proved for KDBB.
In this paper, we aim to advance the state of the art for maximum

𝑘-defective clique computation, both theoretically and practically.

We first develop a general backtracking framework kDC based on

our newly designed non-fully-adjacent-first branching rule (BR),
excess-removal reduction rule (RR1) and high-degree reduction

rule (RR2). We prove that our framework runs in O∗ (𝛾𝑛
𝑘
) time

where 𝛾𝑘 < 2 is the largest real root of the equation 𝑥𝑘+3 − 2𝑥𝑘+2 +
1 = 0. In comparison, the time complexity ofMADEC+ is O∗ (𝛾𝑛

2𝑘
)

by observing that 𝜎𝑘 = 𝛾
2𝑘 . Note that 𝛾𝑘 < 𝛾

2𝑘 . Thus, we advance

the state of the art regarding the theoretical time complexity. We

remark that the time complexity of kDC is solely achieved by our

branching rule BR and reduction rules RR1 and RR2, and these

are the minimal requirements for achieving the time complexity

of O∗ (𝛾𝑛
𝑘
). We deliberately separate the techniques required for

achieving the time complexity from the ones used purely for improv-

ing the practical performance, such that others may further improve

the efficiency while retaining the time complexity of O∗ (𝛾𝑛
𝑘
).

Tomake kDC practically efficient, we further propose techniques

from three aspects: an improved graph coloring-based upper bound

(UB1), a degree-sequence-based reduction rule (RR3), a second-
order reduction rule (RR4), and a new algorithm Degen-opt for
efficiently computing a large initial solution. Specifically, given a

graph 𝑔 and a 𝑘-defective clique represented by its set of vertices

𝑆 such that 𝑆 ⊆ 𝑉 (𝑔), our improved coloring-based upper bound

UB1 computes an upper bound of the largest 𝑘-defective clique

that is in 𝑔 and contains 𝑆 , and prunes the backtracking instance

(𝑔, 𝑆) if the computed upper bound is no larger than the currently

found largest solution. Same as the graph coloring-based upper

bound proposed in [11], UB1 also utilizes graph coloring; but UB1
computes a much tighter (i.e., smaller) upper bound than [11]. In

essence, a (greedy) graph coloring is used to partition the vertices

into independent sets, by observing that all vertices with the same

color form an independent set. Let 𝜋1, . . . , 𝜋𝑐 be a partitioning of

𝑉 (𝑔) \𝑆 into independent sets. The upper bound computed in [11] is

|𝑆 | +∑𝑐
𝑖=1min(⌊ 1+

√
8𝑘+1
2
⌋, |𝜋𝑖 |), which is based on the observation

that an independent set with more than ⌊ 1+
√
8𝑘+1
2
⌋ vertices will

miss more than 𝑘 edges and thus cannot be all contained in the same

𝑘-defective clique. The upper bound of [11] has two deficiencies.

Firstly, it allows 𝑐 independent sets, each of size up-to ⌊ 1+
√
8𝑘+1
2
⌋, to

be included into the solution for computing the upper bound; this

will actually introduce almost 𝑐×𝑘 missing edges, much larger than

the allowed 𝑘 missing edges. In particular, if |𝜋𝑖 | ≥ ⌊ 1+
√
8𝑘+1
2
⌋ for

each 1 ≤ 𝑖 ≤ 𝑐 , then the upper bound becomes |𝑆 | + 𝑐 × ⌊ 1+
√
8𝑘+1
2
⌋,

while |𝑆 | +𝑐 +𝑘 is a much smaller upper bound. Secondly, it ignores

the missing edges within 𝑆 and the missing edges between 𝑆 and

𝑉 (𝑔) \ 𝑆 ; for example, the upper bound remains the same even if

𝑆 already has 𝑘 missing edges. Our UB1 computes a tighter upper

bound than |𝑆 | + 𝑐 + 𝑘 − |𝐸 (𝑆) | by resolving the above two issues;

here 𝐸 (𝑆) denotes the set of missing edges in 𝑆 .

Contributions. Our main contributions are as follows.

• We develop a general framework kDC for computing the

maximum 𝑘-defective clique in O∗ (𝛾𝑛
𝑘
) time, based on our

newly designed branching rule BR and reduction rules RR1
and RR2; here 𝛾𝑘 < 2 is the largest real root of the equation

𝑥𝑘+3 − 2𝑥𝑘+2 + 1 = 0. (Section 3.1)

• Wepropose a new upper boundUB1 based on graph coloring,
which can be computed in linear time and is much tighter

than the upper bounds proposed in [11, 16]. (Section 3.2.1)

• We propose two new reduction rules RR3 and RR4 that can

be conducted in linear time. (Section 3.2.2)

• We propose an algorithm Degen-opt for computing a large

initial 𝑘-defective clique in O(𝛿 (𝐺) ×𝑚) time, where𝑚 is

the number of edges and 𝛿 (𝐺) ≤
√
𝑚 is the degeneracy of𝐺 .

(Section 3.3)

We also conduct extensive empirical studies on three benchmark

graph collections with 290 graph instances in total to evaluate our

techniques (Section 4). The results show that (1) on the real-world

graphs collection, kDC with a time limit of 3 seconds solves even
more graph instances than the existing fastest algorithm KDBB
with a time limit of 3 hours, and (2) on the 41 Facebook graphs that

have more than 15, 000 vertices, kDC is on average three orders

of magnitude faster than KDBB. In addition, our ablation studies

demonstrate that each of our additional techniques (i.e., upper

bound UB1, reduction rules RR3 and RR4, and initial solution

computation) improves the practical efficiency of kDC.



Efficient Maximum 𝑘-Defective Clique Computation with Improved Time Complexity SIGMOD’24, June 2024, Santiago, Chile

2 PRELIMINARIES
In this paper, we focus on a large unweighted and undirected graph
𝐺 = (𝑉 , 𝐸), where 𝑉 is the set of vertices and 𝐸 is the set of undi-

rected edges; we consider only simple graphs, i.e., without self-
loops and parallel edges. Let 𝑛 = |𝑉 | and 𝑚 = |𝐸 | denote the

cardinalities of 𝑉 and 𝐸, respectively. We denote the undirected

edge between 𝑢 and 𝑣 by both (𝑢, 𝑣) and (𝑣,𝑢); then, 𝑢 (resp. 𝑣)

is said to be adjacent to and a neighbor of 𝑣 (resp. 𝑢). The set of

neighbors of 𝑢 in 𝐺 is 𝑁𝐺 (𝑢) = {𝑣 ∈ 𝑉 | (𝑢, 𝑣) ∈ 𝐸}, and the

degree of 𝑢 in 𝐺 is 𝑑𝐺 (𝑢) = |𝑁𝐺 (𝑢) |. Given a vertex subset 𝑆 of

𝐺 , we use 𝐺 [𝑆] to denote the subgraph of 𝐺 induced by 𝑆 , i.e.,

𝐺 [𝑆] = (𝑆, {(𝑢, 𝑣) ∈ 𝐸 | 𝑢, 𝑣 ∈ 𝑆}). For ease of presentation, we
simply refer to an unweighted and undirected graph as a graph,

and omit the subscript 𝐺 from the notations when the context is

clear. For an arbitrary given graph 𝑔, we denote its set of vertices

and its set of edges by 𝑉 (𝑔) and 𝐸 (𝑔), respectively.
Definition 2.1 (Clique). A graph 𝑔 is a clique (i.e., complete graph)

if it has an edge between every pair of distinct vertices, i.e., |𝐸 (𝑔) | =
|𝑉 (𝑔) | ( |𝑉 (𝑔) |−1)

2
or equivalently, 𝑑𝑔 (𝑢) = |𝑉 (𝑔) | − 1,∀𝑢 ∈ 𝑉 (𝑔).

Definition 2.2 (𝑘-Defective Clique). A graph 𝑔 is a 𝑘-defective

clique if it misses at most 𝑘 edges, i.e., |𝐸 (𝑔) | ≥ |𝑉 (𝑔) | ( |𝑉 (𝑔) |−1)
2

−𝑘 .
The definition of 𝑘-defective clique relaxes the definition of

clique by allowing a few (i.e., 𝑘) missing edges, and 0-defective

cliques are cliques. Obviously, if a subgraph 𝑔 of 𝐺 is a 𝑘-defective

clique, then the subgraph of 𝐺 induced by vertices 𝑉 (𝑔) is also
a 𝑘-defective clique. Thus, in this paper, we simply refer to a 𝑘-
defective clique by its set of vertices, and measure the size of a

𝑘-defective clique 𝐶 ⊆ 𝑉 by the number of vertices, i.e., |𝐶 |.

𝑣1

𝑣2 𝑣3 𝑣4

𝑣5𝑣6

𝑣7

𝑣8

𝑣9 𝑣10

𝑣11

𝑣12

Figure 2: An example graph
The property of 𝑘-defective clique is hereditary, i.e., any subset of

a 𝑘-defective clique is also a 𝑘-defective clique. A 𝑘-defective clique

𝐶 of 𝐺 is a maximal 𝑘-defective clique if every proper superset of 𝐶

in𝐺 is not a 𝑘-defective clique, and is amaximum 𝑘-defective clique
if its size is the largest among all 𝑘-defective cliques of 𝐺 ; note

that the maximum 𝑘-defective clique is not unique. Consider the

graph in Figure 2, {𝑣8, 𝑣9, . . . , 𝑣12} is a maximum clique and is also

a maximum 1-defective clique. In addition, both {𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣6}
and {𝑣1, 𝑣2, 𝑣3, 𝑣5, 𝑣6} are maximum 1-defective cliques that miss the

edge (𝑣2, 𝑣4) and the edge (𝑣1, 𝑣5), respectively. {𝑣1, 𝑣2, . . . , 𝑣6} is a
maximum 2-defective clique that misses edges (𝑣2, 𝑣4) and (𝑣1, 𝑣5).

To facilitate the presentation, we denote the set of edges that

are missing from a graph 𝑔 by 𝐸 (𝑔), i.e., (𝑢, 𝑣) ∈ 𝐸 (𝑔) if and only

if 𝑢 ≠ 𝑣 and (𝑢, 𝑣) ∉ 𝐸 (𝑔); we call the edges of 𝐸 (𝑔) as non-edges
of 𝑔. Thus, 𝑔 is a 𝑘-defective clique if and only if |𝐸 (𝑔) | ≤ 𝑘 . For

two vertices 𝑢 and 𝑣 that are not adjacent (i.e., not connected by an

edge), we call 𝑣 (resp. 𝑢) a non-neighbor of 𝑢 (resp. 𝑣); note that a
vertex is considered neither a neighbor nor a non-neighbor
of itself. We denote the set of all non-neighbors of 𝑢 in 𝐺 by

Table 1: Frequently used notations

Notation Meaning

𝐺 = (𝑉 , 𝐸 ) an unweighted and undirected graph with vertex set

𝑉 and edge set 𝐸

𝑔 = (𝑉 (𝑔), 𝐸 (𝑔) ) a subgraph of𝐺

𝑆,𝐶 ⊆ 𝑉 𝑘-defective cliques

𝑁𝑆 (𝑢 ) the set of 𝑢’s neighbors that are in 𝑆

𝑁𝑆 (𝑢 ) the set of 𝑢’s non-neighbors that are in 𝑆

𝑑𝑆 (𝑢 ) the number of 𝑢’s neighbors that are in 𝑆

𝐸 (𝑆 ) the set of (undirected) edges in the subgraph of 𝑔 (or

𝐺 ) induced by 𝑆

𝐸 (𝑆 ) the set of (undirected) non-edges in the subgraph of

𝑔 (or𝐺 ) induced by 𝑆

𝑁𝐺 (𝑢) = 𝑉 (𝐺) \ (𝑁𝐺 (𝑢) ∪𝑢); note that, for presentation simplicity,

we denote the union of a set 𝑆 and a vertex 𝑢 by 𝑆 ∪ 𝑢, and denote

the subtraction of 𝑢 from 𝑆 by 𝑆 \ 𝑢. For any set 𝑆 of vertices and

a vertex 𝑢 (where 𝑢 could be either in or not in 𝑆), we abbreviate

𝑁𝐺 [𝑆∪𝑢 ] (𝑢) as 𝑁𝑆 (𝑢) and abbreviate 𝑁𝐺 [𝑆∪𝑢 ] (𝑢) as 𝑁𝑆 (𝑢).
Problem Statement. Given a graph 𝐺 = (𝑉 , 𝐸) and an integer

𝑘 ≥ 1, we study the problem of maximum 𝑘-defective clique com-

putation, aiming to find the largest 𝑘-defective clique in 𝐺 .

Frequently used notations are summarized in Table 1.

2.1 Degeneracy Ordering, 𝑘-Core and 𝑘-Truss
In this subsection, we review the concepts of degeneracy ordering,

𝑘-core and 𝑘-truss, which will be used in Section 3.2.3.

Definition 2.3 (Degeneracy ordering). Given a graph 𝐺 , an order-

ing (𝑣1, 𝑣2, . . . , 𝑣𝑛) of its vertices is a degeneracy ordering if for each
1 ≤ 𝑖 ≤ 𝑛, 𝑣𝑖 is the vertex with the smallest degree in the subgraph

of 𝐺 induced by vertices {𝑣𝑖 , 𝑣𝑖+1, . . . , 𝑣𝑛}.
Definition 2.4 (𝑘-core [37]). Given a graph 𝐺 and an integer 𝑘 ,

the 𝑘-core of 𝐺 is the maximal subgraph 𝑔 of 𝐺 such that every

vertex 𝑢 ∈ 𝑉 (𝑔) has degree 𝑑𝑔 (𝑢) ≥ 𝑘 in the subgraph 𝑔.

𝑘-core is a vertex-induced subgraph. The degeneracy ordering can
be computed in O(𝑚) time by the peeling algorithm [10, 28], which

iteratively removes the vertex with the smallest degree from the

graph and appends it to the end of the ordering. Note that, although

the 𝑘-core can also be computed by the peeling algorithm, it is

usually more efficient to directly compute the 𝑘-core by iteratively

removing vertices of degree smaller than 𝑘 from the graph [10]. The

largest 𝑘 such that 𝐺 contains a non-empty 𝑘-core is known as the

degeneracy of 𝐺 , denoted 𝛿 (𝐺); note that 𝛿 (𝐺) ≤
√
𝑚 [14]. For

the graph in Figure 2, (𝑣7, 𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5, 𝑣6, 𝑣8, 𝑣9, 𝑣10, 𝑣11, 𝑣12) is a
degeneracy ordering. The entire graph is a 3-core, and the subgraph

obtained by removing 𝑣7 is a 4-core; 𝛿 (𝐺) = 4, as it has no 5-core.

Definition 2.5 (𝑘-truss [46]). Given a graph 𝐺 and an integer

𝑘 , the 𝑘-truss of 𝐺 is the maximal subgraph 𝑔 of 𝐺 such that ev-

ery edge (𝑢, 𝑣) ∈ 𝐸 (𝑔) participates in at least 𝑘 − 2 triangles, i.e.,
|𝑁𝑔 (𝑢) ∩ 𝑁𝑔 (𝑣) | ≥ 𝑘 − 2,∀(𝑢, 𝑣) ∈ 𝐸 (𝑔).

𝑘-truss is a subgraph of the (𝑘 − 1)-core, and is an edge-induced
subgraph. 𝑘-truss can be considered as a higher-order version of

𝑘-core. That is, each edge corresponds to a node, and each triangle

corresponds to a hyper-edge, in a hyper-graph. Hence, the 𝑘-truss

can be computed in a similar way to 𝑘-core, but the time com-

plexity becomes O(𝛿 (𝐺) ×𝑚) [46]. For the graph in Figure 2, the
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entire graph is a 3-truss, the subgraph obtained by removing edges

{(𝑣7, 𝑣1), (𝑣7, 𝑣6), (𝑣7, 𝑣5)} (and thus also vertex 𝑣7) is a 4-truss, and

the subgraph induced by vertices {𝑣8, 𝑣9, . . . , 𝑣12} is a 5-truss which
is contained in the 4-core.

3 OUR APPROACH
In this section, we propose an efficient algorithm kDC for exact max-

imum 𝑘-defective clique computation. As the maximum 𝑘-defective

clique computation problem is NP-hard [48], our algorithm kDC,
as well as all other exact algorithms, will run in exponential time in

the worst case. Nevertheless, our algorithm kDC beats the trivial

time complexity of O∗ (2𝑛) where the O∗ notation hides polyno-

mial factors. Specifically, we prove that our algorithm kDC runs in

O∗ (𝛾𝑛
𝑘
) time where 𝛾𝑘 < 2 is the largest real root of the equation

𝑥𝑘+3−2𝑥𝑘+2+1 = 0; note that this improves the state-of-the-art time

complexity O∗ (𝛾𝑛
2𝑘
) [11], as 𝛾𝑘 increases regarding 𝑘 (i.e., 𝛾𝑘 < 𝛾

2𝑘 ).

In the following, we first in Section 3.1 present the framework

of kDC and prove its time complexity. Then, we in Section 3.2

propose upper bounds and reduction rules to improve the practical

performance of kDC. Lastly, we in Section 3.3 present a heuristic

algorithm for initially computing a large 𝑘-defective clique.

3.1 The Framework of kDC
Our algorithm falls into the category of branch-and-bound search

(also known as backtracking) algorithms; we will use the terms

backtracking and branch-and-bound search interchangeably. The

general idea is as follows. Let (𝑔, 𝑆) denote an instance of the back-

tracking, where 𝑔 is a graph and 𝑆 ⊆ 𝑉 (𝑔) is a 𝑘-defective clique in
𝑔. The goal of solving an instance is to find the largest 𝑘-defective

clique in the instance; a 𝑘-defective clique is said to be in the in-
stance (𝑔, 𝑆) if it is in 𝑔 and contains 𝑆 . To solve the instance (𝑔, 𝑆), a
backtracking algorithm will select a branching vertex 𝑏 ∈ 𝑉 (𝑔) \ 𝑆 ,
and then recursively solve two new instances that are generated

based on 𝑏: one instance includes 𝑏 into 𝑆 , and the other removes 𝑏

from 𝑔 (and thus excludes 𝑏 from being added into 𝑆). Solving the

instance (𝐺, ∅) thus finds the maximum 𝑘-defective clique in𝐺 . All

the instances that are generated in solving the instance (𝐺, ∅) form
a binary search tree, a snippet of which is shown in Figure 3. Each

node of the search tree, denoted by 𝐼𝑖 , represents an instance of the

backtracking (i.e., 𝐼𝑖 = (𝑔𝑖 , 𝑆𝑖 )), and has two children representing

the two new instances that are generated based on the branching

vertex of the instance 𝐼𝑖 . For example, in Figure 3, the branching

vertex selected for the instance 𝐼0 is 𝑏0, and the two new instances

that are generated based on 𝑏0 are 𝐼1 (which includes 𝑏0 into the

solution) and 𝐼𝑞+1 (which removes 𝑏0 from the graph); the actions

of including 𝑏0 and removing 𝑏0 are, respectively, represented as

labels +𝑏0 and −𝑏0 on the corresponding edges in the search tree.

Backtracking algorithms differ from each other in three aspects:

• Branching techniques determine which vertex is selected

as the branching vertex, e.g., 𝑏0 for the instance 𝐼0 and 𝑏1
for the instance 𝐼1 in Figure 3.

• Reducing techniques reduce the size of an instance, i.e.,

transform an instance (𝑔, 𝑆) to another equivalent instance

(𝑔′, 𝑆′) with |𝑉 (𝑔′) \ 𝑆 ′ | ≤ |𝑉 (𝑔) \ 𝑆 |.1

1
Note that, reducing techniques could also remove edges from the graph, e.g., the

reduction rule RR6 in Section 3.2.2. We omit the discussions here for simplicity.

. . .
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Figure 3: A snippet of the (binary) search tree T of a back-
tracking algorithm
• Upper bounding techniques prune an instance, as well as

the entire search subtree rooted at the instance, if a computed

upper bound of the largest 𝑘-defective clique in the instance

is no larger than the best solution found so far.

In this paper, we propose new techniques from all the three as-

pects for the problem of maximum 𝑘-defective clique computation.

In this subsection, we only present the techniques that are required

to achieve our time complexity of O∗ (𝛾𝑛
𝑘
), and defer other practical

techniques to Sections 3.2 and 3.3.

3.1.1 Techniques for Achieving Our Time Complexity. We first pro-

pose the following non-fully-adjacent-first branching rule (BR),
which prefers branching on a vertex that is not fully adjacent to 𝑆 .

BR (non-fully-adjacent first branching rule). Given an in-
stance (𝑔, 𝑆), the branching vertex is selected as the one of

𝑉 (𝑔) \𝑆 that has at least one non-neighbor in 𝑆 ; if all vertices

of𝑉 (𝑔)\𝑆 are adjacent to all vertices of 𝑆 , then the branching
vertex is an arbitrary vertex of 𝑉 (𝑔) \ 𝑆 .

Note that, the way of selecting a branching vertex will not compro-

mise the correctness of the algorithm, as long as the union of 𝑆 and
the branching vertex forms a 𝑘-defective clique. To achieve our time

complexity, we also propose the following two reduction rules.

RR1 (excess-removal reduction rule). Given an instance (𝑔, 𝑆),
for a vertex𝑢 ∈ 𝑉 (𝑔) \𝑆 satisfying |𝐸 (𝑆∪𝑢) | > 𝑘 , we remove

𝑢 from 𝑔.

RR2 (high-degree reduction rule). Given an instance (𝑔, 𝑆),
for a vertex 𝑢 ∈ 𝑉 (𝑔) \ 𝑆 satisfying |𝐸 (𝑆 ∪ 𝑢) | ≤ 𝑘 and

𝑑𝑔 (𝑢) ≥ |𝑉 (𝑔) | − 2, we greedily add 𝑢 to 𝑆 .

The reduction ruleRR1 ensures that the union of 𝑆 and any branch-

ing vertex (including the one selected by our branching rule BR)
form a valid 𝑘-defective clique, by noting that all reduction rules are
applied before the branching rule. The correctness of the reduction
rule RR1 is trivial, and we prove the correctness for the reduction

rule RR2 in the lemma below.

Lemma 3.1. Given an instance (𝑔, 𝑆), for a vertex 𝑢 ∈ 𝑉 (𝑔) \ 𝑆
satisfying |𝐸 (𝑆∪𝑢) | ≤ 𝑘 and 𝑑𝑔 (𝑢) ≥ |𝑉 (𝑔) |−2, there is a maximum
𝑘-defective clique in the instance that contains 𝑢.

Proof. The case of 𝑑𝑔 (𝑢) = |𝑉 (𝑔) | − 1 (i.e., 𝑢 is adjacent to all

other vertices in 𝑔) is trivial. Let’s focus on the case of 𝑑𝑔 (𝑢) =
|𝑉 (𝑔) | − 2 and consider a maximum 𝑘-defective clique 𝐶 in the

instance that does not contain 𝑢, i.e., 𝑢 ∉ 𝐶 and 𝑆 ⊆ 𝐶 ⊆ 𝑉 (𝑔). Let
𝑣 be the unique non-neighbor of 𝑢 in 𝑔. Then, 𝑣 must be in 𝐶 , as

otherwise 𝐶 ∪𝑢 would be a 𝑘-defective clique of size larger than 𝐶 .

We consider two cases depending on whether 𝑣 ∈ 𝑆 .
Case-I: 𝑣 ∉ 𝑆 . That is, 𝑣 ∈ 𝐶 \ 𝑆 . It is easy to verify that 𝐶 ∪ 𝑢 \ 𝑣 is
a 𝑘-defective clique of the same size as 𝐶 and contains 𝑢 and 𝑆 .
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Case-II: 𝑣 ∈ 𝑆 . There must exist a vertex of 𝐶 \ 𝑆 that has at least

one non-neighbor in 𝐶 , since otherwise 𝐶 ∪ {𝑢} would also be a

valid 𝑘-defective clique by noting that |𝐸 (𝑆 ∪𝑢) | ≤ 𝑘 ; let𝑤 be such

a vertex of 𝐶 \ 𝑆 . It is easy to verify that 𝐶 ∪ 𝑢 \𝑤 , which contains

𝑢 and 𝑆 , is a 𝑘-defective clique of the same size as 𝐶 . □

Algorithm 1: kDC-t(𝐺,𝑘)
Input: A graph𝐺 and an integer 𝑘

Output: A maximum 𝑘-defective clique𝐶∗ of𝐺

1 𝐶∗ ← ∅;
2 Branch&Bound-t(𝐺, ∅) ;
3 return𝐶∗;

Procedure Branch&Bound-t(𝑔, 𝑆 )
4 (𝑔′, 𝑆 ′ ) ← apply reduction rules RR1 and RR2 to (𝑔, 𝑆 ) ;
5 if 𝑔′ is a 𝑘-defective clique then update𝐶∗ by𝑉 (𝑔′ ) and return;
6 𝑏 ← a vertex of𝑉 (𝑔′ ) \ 𝑆 ′ that has at least one non-neighbor in 𝑆 ′;

/* If there is no such a vertex, then 𝑏 is an arbitrary

vertex of 𝑉 (𝑔′ ) \ 𝑆 ′ */;

7 Branch&Bound-t(𝑔′, 𝑆 ′ ∪ 𝑏 ) ; /* Left branch includes 𝑏 */;

8 Branch&Bound-t(𝑔′ \ 𝑏, 𝑆 ′ ) ; /* Right branch excludes 𝑏 */;

Based on the above discussions, the pseudocode of our algorithm

kDC-t is shown inAlgorithm 1; here t stands for theoretical as the al-
gorithm only considers the theoretical aspect. It takes a graph𝐺 and

an integer 𝑘 as input, and outputs a maximum 𝑘-defective clique𝐶∗

of𝐺 which is achieved by recursively invoking Branch&Bound-t to
grow a partial solution 𝑆 that is initialized as ∅ (Line 2). In the pro-

cedure Branch&Bound-t, we first apply reduction rules RR1 and

RR2 to reduce the instance (𝑔, 𝑆) to a potentially smaller instance

(𝑔′, 𝑆′) satisfying 𝑉 (𝑔′) ⊆ 𝑉 (𝑔) and 𝑆 ′ ⊇ 𝑆 (Line 4). If 𝑔′ itself is a
𝑘-defective clique, then we update the currently found largest 𝑘-

defective clique 𝐶∗ by 𝑉 (𝑔′) and backtrack (Line 5). Otherwise, we

pick a branching vertex 𝑏 based on our branching rule BR (Line 6),

and then generate two new instances of Branch&Bound-t and go

into recursion (Lines 7–8).

g2
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v3

v4
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v6

v7

v8

v9

v1

g1

Figure 4: Running example for Algorithm 1 (thick edge indi-
cates full connection between the subgraphs)

Example 3.2. Consider the example graph in Figure 4 where

thick edge indicates full connection between the corresponding

subgraphs, i.e., 𝑣1 is adjacent to every other vertex, and every vertex

of𝑔1 is adjacent to every vertex of𝑔2. Suppose𝑘 = 3, when invoking

Branch&Bound-t with 𝑔 = 𝐺 and 𝑆 = ∅, our reduction rule RR2
will greedily and iteratively move 𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5 to 𝑆 . Then, an

arbitrary vertex of {𝑣6, . . . , 𝑣9} can be selected as the branching

vertex; suppose 𝑣6 is selected. The newly generated left branch

would have 𝑆1 = {𝑣1, . . . , 𝑣6}, and the reduction rules RR1 and

RR2 would have no effect for 𝑆1; note that the graph 𝑔 will remain

unchanged in the remaining part of this example. The branching

vertex selected for 𝑆1 could be either 𝑣8 or 𝑣9 (as they are not fully

adjacent to 𝑆1) but not 𝑣7 (which is fully adjacent to 𝑆1); suppose

𝑣8 is selected. The newly generated left branch for 𝑆1 would have

𝑆2 = {𝑣1, . . . , 𝑣6, 𝑣8} which contains three non-edges, and thus the

reduction rule RR1 will remove 𝑣7 and 𝑣9 from the graph.

3.1.2 Time Complexity Analysis of Algorithm 1. To analyze the

time complexity of Algorithm 1, we consider the search tree T
of recursively invoking Branch&Bound-t, as shown in Figure 3.

To avoid confusion, we refer to nodes of the search tree by nodes,
and vertices of a graph by vertices. Recall that each node of T
represents an instance of Branch&Bound-t, i.e., (𝑔, 𝑆), and has two

children: the left child includes the branching vertex 𝑏 to 𝑆 , and

the right child excludes 𝑏 from 𝑔. It is worth mentioning that each

child may also include or exclude other vertices due to applying

reduction rulesRR1 andRR2. We use 𝐼 , 𝐼 ′, 𝐼0, 𝐼1, . . . to denote nodes
of T , and use 𝐼 .𝑔 and 𝐼 .𝑆 to respectively denote the graph 𝑔 and

the partial solution 𝑆 of the Branch&Bound-t instance to which 𝐼

corresponds. We would like to emphasize that 𝐼 .𝑔 and 𝐼 .𝑆 denote
the ones obtained after applying the reduction rules at Lines 4–
5 of Algorithm 1, not the ones input to Branch&Bound-t; note that
Line 5 can be regarded as applying the following reduction rule:

• If 𝑔′ is a 𝑘-defective clique, then all vertices of𝑉 (𝑔′) \ 𝑆 ′ are
moved to 𝑆 ′.

In this case, the instance will not generate any children (i.e., any

new instances) and thus becomes a leaf node. We measure the size

of 𝐼 by the number of vertices in the graph 𝐼 .𝑔 that are not in the

partial solution 𝐼 .𝑆 , i.e., |𝐼 | = |𝑉 (𝐼 .𝑔) | − |𝐼 .𝑆 | = |𝑉 (𝐼 .𝑔) \ 𝐼 .𝑆 | ≥ 0. It

is easy to see that |𝐼 ′ | ≤ |𝐼 | − 1 whenever 𝐼 ′ is a child of 𝐼 — e.g., the
branching vertex 𝑏 of 𝐼 is in 𝑉 (𝐼 .𝑔) \ 𝐼 .𝑆 but not in 𝑉 (𝐼 ′ .𝑔) \ 𝐼 ′ .𝑆 —
and |𝐼 | = 0 whenever 𝐼 is a leaf node.

Before proving the time complexity, we first state the following

important property of exhaustively applying the reduction rules

RR1 and RR2, whose proof is omitted due to space limitation.

Lemma 3.3. After exhaustively applying the reduction rules RR1
andRR2, the resulting instance (𝑔, 𝑆) satisfies the following condition:
• For every vertex 𝑢 ∈ 𝑉 (𝑔) \ 𝑆 , it holds that |𝐸 (𝑆 ∪𝑢) | ≤ 𝑘 and
𝑑𝑔 (𝑢) < |𝑉 (𝑔) | − 2.

i.e., all vertices of𝑉 (𝑔) \ 𝑆 have at least two non-neighbors in 𝑔.

We are now ready to prove the time complexity of Algorithm 1

in the following lemma and theorem.

Lemma 3.4. Let T be the search tree of running Algorithm 1 (i.e.,
recursively invoking Branch&Bound-t). For any node 𝐼 of T , the
number of leaf nodes in the subtree of T rooted at 𝐼 , denoted ℓ (𝐼 ), is
at most 𝛾 |𝐼 |

𝑘
, where 1 < 𝛾𝑘 < 2 is the largest real root of the equation

𝑥𝑘+3 − 2𝑥𝑘+2 + 1 = 0.

Proof. We prove the lemma by induction. For the base case that

𝐼 is a leaf node, it is trivial that ℓ (𝐼 ) = 1 ≤ 𝛾
|𝐼 |
𝑘

since 𝛾𝑘 > 1 and

|𝐼 | = 0. For a non-leaf node 𝐼 , for any path (𝐼0 = 𝐼 , 𝐼1, . . . , 𝐼𝑞−1, 𝐼𝑞)
with 𝑞 ≥ 1 that starts from 𝐼 and always visits the left child in the

search tree T , it is trivial that
ℓ (𝐼 ) = ℓ (𝐼𝑞+1) + ℓ (𝐼𝑞+2) + · · · + ℓ (𝐼2𝑞) + ℓ (𝐼𝑞)

here, 𝐼𝑞+1, 𝐼𝑞+2, . . . , 𝐼2𝑞 are the right child of 𝐼0, 𝐼1, . . . , 𝐼𝑞−1, respec-
tively, as illustrated in Figure 3. To bound ℓ (𝐼 ), let’s specifically
consider the path (𝐼0 = 𝐼 , 𝐼1, . . . , 𝐼𝑞) where 𝐼𝑞 is the first node such
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that |𝐼𝑞 | ≤ |𝐼𝑞−1 | − 2; this implies that for 1 ≤ 𝑖 < 𝑞, |𝐼𝑖 | = |𝐼𝑖−1 | − 1
and consequently𝑉 (𝐼𝑖 .𝑔) = 𝑉 (𝐼 .𝑔) and the reduction rules at Line 4

of Algorithm 1 have no effect on 𝐼𝑖−1. Note that such a node 𝐼𝑞
always exists since (1) 𝐼 .𝑔 is not a 𝑘-defective clique (otherwise, 𝐼

would be a leaf node) and (2) a leaf node 𝐼 ′ satisfies |𝐼 ′ | = 0 (i.e.,

𝐼 ′ .𝑆 = 𝑉 (𝐼 ′ .𝑔) ≠ 𝑉 (𝐼 .𝑔) and thus 𝐼 ′ would satisfy the condition).

Hence, the following two facts hold.

Fact 1. |𝐼𝑖 | ≤ |𝐼𝑖−𝑞−1 | − 1 ≤ |𝐼 | + 𝑞 − 𝑖 , for 𝑞 + 1 ≤ 𝑖 ≤ 2𝑞.

Fact 2. |𝐼𝑞 | ≤ |𝐼𝑞−1 | − 2 ≤ |𝐼 | − 𝑞 − 1.
Now, we prove that the following fact also holds.

Fact 3. 𝑞 ≤ 𝑘 + 1.
We prove Fact 3 by contradiction. Suppose𝑞 ≥ 𝑘+2. Let 𝐼𝑥 be the last

node, on the path (𝐼0 = 𝐼 , 𝐼1, . . . , 𝐼𝑥 , . . . , 𝐼𝑞), satisfying the condition
that all vertices of 𝑉 (𝐼𝑥 .𝑔) \ 𝐼𝑥 .𝑆 are adjacent to all vertices of 𝐼𝑥 .𝑆 ,

i.e., the branching vertex 𝑏𝑥 selected for 𝐼𝑥 has no non-neighbor

in 𝐼𝑥 .𝑆 ; without loss of generality, we assume such an 𝐼𝑥 exists,

otherwise the following proof still holds by setting 𝑥 = 0. Then,

|𝐸 (𝐼𝑥 .𝑆) | ≥ 𝑥 since (1) each branching vertex added to 𝐼𝑥 .𝑆 along the

path (𝐼0 = 𝐼 , . . . , 𝐼𝑥−1) has at least two non-neighbors (according to
Lemma 3.3), and (2) all these non-neighbors are in 𝐼𝑥 .𝑆 (according to

the definition of 𝐼𝑥 ); note that, according to the definition of 𝐼𝑞 , the

reduction rules have no effect on 𝐼𝑖 for 1 ≤ 𝑖 < 𝑞. This implies that

𝑥 ≤ 𝑘 . Then, according to the definition of 𝐼𝑥 and our branching

rule BR, for each 𝑖 with 𝑥 +1 ≤ 𝑖 < 𝑞, the branching vertex selected

for 𝐼𝑖 has at least one non-neighbor in 𝐼𝑖 .𝑆 , and consequently,

|𝐸 (𝐼𝑞 .𝑆) | ≥ |𝐸 (𝐼𝑥 .𝑆) | + (𝑞 − 𝑥 − 1) ≥ 𝑞 − 1 ≥ 𝑘 + 1
contradicting that 𝐼𝑞 .𝑆 is a 𝑘-defective clique. Hence, Fact 3 holds.

Based on Facts 1, 2 and 3, we have

ℓ (𝐼 ) = ℓ (𝐼𝑞+1) + ℓ (𝐼𝑞+2) + · · · + ℓ (𝐼2𝑞) + ℓ (𝐼𝑞)

≤ 𝛾 |𝐼𝑞+1 |
𝑘

+ 𝛾 |𝐼𝑞+2 |
𝑘

+ · · · + 𝛾 |𝐼2𝑞 |
𝑘
+ 𝛾 |𝐼𝑞 |

𝑘

≤ 𝛾 |𝐼 |−1
𝑘

+ 𝛾 |𝐼 |−2
𝑘

+ · · · + 𝛾 |𝐼 |−𝑞
𝑘

+ 𝛾 |𝐼 |−𝑞−1
𝑘

≤ 𝛾 |𝐼 |−1
𝑘

+ 𝛾 |𝐼 |−2
𝑘

+ · · · + 𝛾 |𝐼 |−𝑘−1
𝑘

+ 𝛾 |𝐼 |−𝑘−2
𝑘

(1)

where 𝛾
|𝐼 |−1
𝑘

+ 𝛾 |𝐼 |−2
𝑘

+ · · · + 𝛾 |𝐼 |−𝑘−1
𝑘

+ 𝛾 |𝐼 |−𝑘−2
𝑘

≤ 𝛾
|𝐼 |
𝑘

if 𝛾𝑘 is no

smaller than the largest real root of the equation 𝑥𝑘+2−𝑥𝑘+1− · · ·−
𝑥−1 = 0which is equivalent to the equation 𝑥𝑘+3−2𝑥𝑘+2+1 = 0 [15].

The first few solutions to the equation are 𝛾0 = 1.619, 𝛾1 = 1.840,

𝛾2 = 1.928, 𝛾3 = 1.966, 𝛾4 = 1.984 and 𝛾5 = 1.992. □

Theorem 3.5. Let 𝑃1 be the time complexity of running Lines 4–6
of Algorithm 1, which is polynomial in 𝑛. Then, the time complexity
of Algorithm 1 is O(𝑃1 × 𝛾𝑛𝑘 ) and is O∗ (𝛾𝑛

𝑘
), where 𝛾𝑘 < 2 is the

largest real root of the equation 𝑥𝑘+3 − 2𝑥𝑘+2 + 1 = 0.

Proof. Firstly, as the search tree T is a full binary tree, the total

number of nodes in the search tree is at most twice the number of

its leaf nodes. Secondly, it is easy to see that the time complexity of

each node is 𝑃1. Thus, the theorem holds. □

The existing best time complexity for the problem of maxi-

mum 𝑘-defective clique computation is achieved by the algorithm

MADEC+ [11], which is O∗ (𝜎𝑛
𝑘
) where 𝜎𝑘 is the largest real root of

𝑥2𝑘+3−2𝑥2𝑘+2 +1 = 0. It is easy to see that 𝜎𝑘 = 𝛾
2𝑘 . Thus, the time

complexity of MADEC+ is O∗ (𝛾𝑛
2𝑘
) and is higher than our time

complexity considering that 𝛾𝑘 < 𝛾
2𝑘 . Our algorithm has two main

features that enable the improved time complexity. Firstly, after

exhaustively applying our reduction rules RR1 and RR2, every
vertex in 𝑉 (𝑔) \ 𝑆 will have at least two non-neighbors as stated

in Lemma 3.3; as a result, we can prove Fact 3 above. If we do not

apply RR2, then we will only be able to bound 𝑞 by 2𝑘 + 1 for Fact
3 and get the same time complexity as [11]. For example, consider

the graph in Figure 4 again and suppose 𝑘 = 2 and 𝐼0 .𝑆 = {𝑣1}.
The branching vertex selected for 𝐼0 could be 𝑏0 = 𝑣2, and we

have 𝐼1 .𝑆 = {𝑣1, 𝑣2}. The branching vertex selected for 𝐼1 could

be 𝑏1 = 𝑣4 and we get 𝐼2 .𝑆 = {𝑣1, 𝑣2, 𝑣4}. Similarly, we could have

𝑏2 = 𝑣3, 𝐼3 .𝑆 = {𝑣1, . . . , 𝑣4}, 𝑏3 = 𝑣5, 𝐼4 .𝑆 = {𝑣1, . . . , 𝑣5}, 𝑏4 = 𝑣6
and 𝐼5 .𝑆 = {𝑣1, . . . , 𝑣6}. Only in instance 𝐼5, the reduction rules will

finally have any effect (e.g., remove vertices {𝑣8, 𝑣9}); thus 𝑞 = 5.

The second feature of our algorithm is our new branching rule.

We remark that after incorporating our reduction rules RR1 and

RR2 into [11], its time complexity could be improved to roughly

O∗ (𝛾𝑛
3𝑘/2). However, this is still higher than our time complexity.

Thus, our branching rule is better than that ofMADEC+ [11].
It is interesting to observe that the state-of-the-art time complex-

ity for maximum 𝑘-plex computation is similar to O∗ (𝛾𝑛
𝑘
); specifi-

cally, it is O∗ (𝛾𝑛
𝑘−1) [13, 50]. This is because an inequality similar

to Equation (1) is also proved and utilized in [13, 50]. But, we re-

mark that our techniques and arguments to obtain Equation (1) are

different from that of [13, 50] due to different problem natures.

Algorithm 2: kDC(𝐺,𝑘)
1 𝐶∗ ← heuristically compute a large 𝑘-defective clique of𝐺 ;

2 𝑔← apply reduction rules to reduce𝐺 ;

3 Branch&Bound(𝑔, ∅) ;
4 return𝐶∗;

3.1.3 Incorporating Other Practical Techniques. Algorithm 1 is used

for illustrating the bare minimum needed to achieve our time com-

plexity of O∗ (𝛾𝑛
𝑘
), and its practical performance would not be sat-

isfactory. Thus, we propose to further incorporate other practical

techniques, such as preprocessing, upper bound-based pruning and

more reduction rules, into our algorithm. The pseudocode of our

practically improved algorithm kDC is given in Algorithm 2. In

kDC, we first heuristically compute a large 𝑘-defective clique of

𝐺 (Line 1), whose details will be given in Section 3.3. Let 𝐶∗ be
the heuristically computed 𝑘-defective clique. We then use |𝐶∗ | to
reduce 𝐺 by removing unpromising vertices and edges (Line 2);

the details will be given in Section 3.2.3. After that, we go into

backtracking by invoking the procedure Branch&Bound.
Branch&Bound is similar to Branch&Bound-t in Algorithm 1,

but with the following additions. Firstly, besides RR1 and RR2,
we also apply other reduction rules at Line 4 of Algorithm 1; these

reduction rules will be presented in Section 3.2.2. Secondly, before

picking a branching vertex at Line 6 of Algorithm 1, we also com-

pute an upper bound of the maximum 𝑘-defective clique in the

instance (𝑔′, 𝑆′), and prune the entire instance if the computed

upper bound is no larger than |𝐶∗ |; this implies that no 𝑘-defective

clique in the instance (𝑔′, 𝑆′) is of size larger than 𝐶∗. Details of
the upper bound computation will be presented in Section 3.2.1.
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Let 𝑃2 be the time complexity of running Lines 1–2 of Algo-

rithm 2. The time complexity of kDC is O(𝑃2 + 𝑃1 × 𝛾𝑛𝑘 ) and is

also O∗ (𝛾𝑛
𝑘
). That is, applying these additional techniques does not

affect the exponential part of our time complexity in Theorem 3.5.

3.2 Upper Bounds and Reduction Rules
3.2.1 Upper Bounds. For the upper bound-based pruning, we pro-

pose an improved graph coloring-based upper bound. Before that,

we first present the existing graph coloring-based upper bound

proposed in [11], where the graph coloring is mainly used to parti-

tion the vertices into independent sets. Specifically, a coloring of

a graph is assigning each vertex a color such that for every edge

in the graph, its two end-points have different colors. Given an

instance (𝑔, 𝑆) and a coloring of 𝑉 (𝑔) \ 𝑆 with 𝑐 distinct colors

{1, 2, . . . , 𝑐}, let 𝜋1, 𝜋2, . . . , 𝜋𝑐 be the partitioning of 𝑉 (𝑔) \ 𝑆 based

on their colors; that is, each 𝜋𝑖 consists of all vertices with color 𝑖

and thus is an independent set. The upper bound in [11] is

|𝑆 | +∑𝑐
𝑖=1min

( ⌊
1+
√
8𝑘+1
2

⌋
, |𝜋𝑖 |

)
(2)

This is based on the observation that an independent set with

more than ⌊ 1+
√
8𝑘+1
2
⌋ vertices will miss more than 𝑘 edges and thus

cannot be all contained in the same 𝑘-defective clique. However,

the upper bound computed by Equation (2) has two deficiencies.

• It considers the partitions 𝜋1, . . . , 𝜋𝑐 independently, and thus

would include much more vertices than necessary for com-

puting the upper bound. For example, suppose |𝜋𝑖 | ≥ ⌊ 1+
√
8𝑘+1
2
⌋,

∀1 ≤ 𝑖 ≤ 𝑐 , then the upper bound becomes |𝑆 | +𝑐 · ⌊ 1+
√
8𝑘+1
2
⌋.

But obviously |𝑆 | + 𝑐 +𝑘 is a much smaller upper bound (e.g.,

when 𝑐 is large); this is because adding any 𝑠𝑖 vertices of 𝜋𝑖
to 𝑆 will introduce at least 𝑠𝑖 − 1 non-edges.
• It does not consider the non-edges in 𝑆 , and the non-edges

between 𝑆 and 𝑉 (𝑔) \ 𝑆 .
As a result, the upper bound computed by Equation (2) is not tight.

S π1 π3π2

Figure 5: Running example for graph coloring-based upper
bound computation (the graph consists of 11 vertices and 27

edges where (𝜋1, 𝜋2, 𝜋3) forms a 3-partite clique, i.e., all edges
are between a vertex of 𝜋𝑖 and a vertex of 𝜋 𝑗 for 𝑖 ≠ 𝑗)

Example 3.6. Consider the graph 𝑔 in Figure 5 and the partial

solution 𝑆 consisting of two isolated vertices (i.e., without any

adjacent edges). Besides 𝑆 , the other part of 𝑔 is a 3-partite clique

with vertex sets 𝜋1, 𝜋2 and 𝜋3; note that, there is no edge between

𝑆 and 𝑉 (𝑔) \ 𝑆 . Thus, a graph coloring of 𝑉 (𝑔) \ 𝑆 would assign

all vertices of 𝜋𝑖 with color 𝑖 , for 1 ≤ 𝑖 ≤ 3. Suppose 𝑘 = 3, then

⌊ 1+
√
8𝑘+1
2
⌋ = 3. As |𝜋1 | = |𝜋2 | = |𝜋3 | = 3, the graph coloring-based

upper bound computed by Equation (2) is 2 + 3 × 3 = 11. However,

it is easy to observe that the maximum 𝑘-defective clique in the

instance (𝑔, 𝑆) is of size only 3, as we can only add one more vertex

without violating the 𝑘-defective clique definition.

In this paper, we still utilize the graph coloring-based partitioning

𝜋1, . . . , 𝜋𝑐 for computing the upper bound, but we compute a much

tighter (i.e., smaller) upper bound than Equation (2) by resolving

the above two deficiencies, as follows.

UB1 (improved coloring-based upper bound). For each par-
tition 𝜋𝑖 , we first sort its vertices into non-decreasing or-

der regarding |𝑁𝑆 (·) | and then define the weight of the

𝑗-th vertex in the sorted order, denoted 𝑣𝑖 𝑗 , to be w(𝑣𝑖 𝑗 ) =
|𝑁𝑆 (𝑣𝑖 𝑗 ) | + 𝑗 − 1, where the index 𝑗 starts from 1. Finally, let

𝑣1, 𝑣2, . . . , be an ordering of 𝑉 (𝑔) \ 𝑆 in non-decreasing or-

der regarding their weights w(·). The maximum 𝑘-defective

clique in the instance (𝑔, 𝑆) is of size at most |𝑆 | plus the
largest 𝑖 such that

∑𝑖
𝑗=1 w(𝑣 𝑗 ) ≤ 𝑘 − |𝐸 (𝑆) |.

The general idea is that (1) adding any 𝑠𝑖 ≥ 0 vertices of 𝜋𝑖 to

𝑆 will introduce at least

∑𝑠𝑖
𝑗=1

w(𝑣𝑖 𝑗 ) ≥
𝑠𝑖 (𝑠𝑖−1)

2
non-edges, and

(2) (𝑠1, 𝑠2, . . . , 𝑠𝑐 ) is determined greedily and interdependently. It

can be verified that the upper bound computed by UB1 is at most

(and can be much smaller than) |𝑆 | + 𝑐 + 𝑘 − |𝐸 (𝑆) |, and is also no

larger than that computed by Equation (2).

Proof of UB1. For any𝑘-defective clique𝐶 in the instance (𝑔, 𝑆)
that contains 𝑠𝑖 vertices of 𝜋𝑖 for each 1 ≤ 𝑖 ≤ 𝑐 , the number of

missing edges in 𝐶 is

|𝐸 (𝐶) | ≥ |𝐸 (𝑆) | +∑𝑐
𝑖=1

(
𝑠𝑖 (𝑠𝑖−1)

2
+∑𝑠𝑖

𝑗=1
|𝑁𝑆 (𝑣𝑖 𝑗 ) |

)
= |𝐸 (𝑆) | +∑𝑐

𝑖=1

∑𝑠𝑖
𝑗=1

(
|𝑁𝑆 (𝑣𝑖 𝑗 ) | + 𝑗 − 1

)
= |𝐸 (𝑆) | +∑𝑐

𝑖=1

∑𝑠𝑖
𝑗=1

w(𝑣𝑖 𝑗 )

≥ |𝐸 (𝑆) | +∑𝑠1+···+𝑠𝑐
𝑗=1

w(𝑣 𝑗 )

The first inequality follows from the fact that adding 𝑠𝑖 vertices 𝑆𝑖
of 𝜋𝑖 to 𝑆 will introduce

• at least
𝑠𝑖 (𝑠𝑖−1)

2
non-edges between vertices of 𝑆𝑖 (since 𝑆𝑖

is an independent set), and

• at least

∑𝑠𝑖
𝑗=1
|𝑁𝑆 (𝑣𝑖 𝑗 ) | non-edges between 𝑆 and 𝑆𝑖 (since the

vertices of 𝜋𝑖 are ordered such that |𝑁𝑆 (𝑣𝑖1 ) | ≤ |𝑁𝑆 (𝑣𝑖2 ) | ≤
|𝑁𝑆 (𝑣𝑖3 ) | ≤ · · · ).

The second inequality follows from the fact that the vertices of

𝑉 (𝑔) \ 𝑆 are ordered such that w(𝑣1) ≤ w(𝑣2) ≤ w(𝑣3) ≤ · · · .
Consequently, UB1 follows from the fact that |𝐸 (𝐶) | ≤ 𝑘 as 𝐶 is a

𝑘-defective clique. □

Example 3.7. Continue Example 3.6. Now we show how UB1
computes the upper bound. As |𝑁𝑆 (𝑣) | = 2 for each 𝑣 ∈ 𝑉 (𝑔) \ 𝑆 ,
the weights of the vertices in 𝜋𝑖 for 1 ≤ 𝑖 ≤ 3 are all {2, 3, 4}. Thus,
the weights of all vertices of 𝑉 (𝑔) \ 𝑆 are {2, 2, 2, 3, 3, 3, 4, 4, 4}. As
|𝐸 (𝑆) | = 1, the upper bound computed by UB1 is 2 + 1 = 3, which

is significantly tighter than that computed in Example 3.6.

In addition, we also adopt the following two upper bounds from

the literature.

UB2. The maximum 𝑘-defective clique in the instance (𝑔, 𝑆) is
of size at most min𝑢∈𝑆 𝑑𝑔 (𝑢) + 1 + 𝑘 [11].

UB3. Given an instance (𝑔, 𝑆), let 𝑣1, 𝑣2, . . . be an ordering of

𝑉 (𝑔) \ 𝑆 in non-decreasing order regarding their numbers of

non-neighbors in 𝑆 , i.e.|𝑁𝑆 (·) |. The maximum 𝑘-defective
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clique in the instance (𝑔, 𝑆) is of size at most |𝑆 | plus the
largest 𝑖 such that

∑𝑖
𝑗=1 |𝑁𝑆 (𝑣 𝑗 ) | ≤ 𝑘 − |𝐸 (𝑆) | [16].

3.2.2 Reduction Rules. Besides the two reduction rules RR1 and

RR2 presented in Section 3.1, we further propose two new reduc-

tion rules based on the size of the currently found best solution (i.e.,

currently found largest 𝑘-defective clique). Let 𝑙𝑏 be the size of the
currently found best solution, then we will not be interested in

any solution of size ≤ 𝑙𝑏. We first present and prove the reduction

rule RR3 that is derived from the upper bound UB3.
RR3 (degree-sequence-based reduction rule). Given an in-

stance (𝑔, 𝑆), let 𝑣1, 𝑣2, . . . be an ordering of 𝑉 (𝑔) \ 𝑆 in non-

decreasing order regarding their numbers of non-neighbors

in 𝑆 , i.e., |𝑁𝑆 (·) |. For a vertex 𝑣𝑖 with 𝑖 > 𝑙𝑏 − |𝑆 | and
|𝑁𝑆 (𝑣𝑖 ) | > 𝑘 − |𝐸 (𝑆) | −∑𝑙𝑏−|𝑆 |

𝑗=1
|𝑁𝑆 (𝑣 𝑗 ) |, we can remove 𝑣𝑖

from 𝑔.

Proof of RR3. Consider the instance (𝑔, 𝑆 ∪ 𝑣𝑖 ) which is ob-

tained from (𝑔, 𝑆) by adding 𝑣𝑖 ∈ 𝑉 (𝑔) \𝑆 to 𝑆 , and denote 𝑆 ∪ 𝑣𝑖 by
𝑆 ′. Let 𝑣 ′

1
, 𝑣 ′

2
, . . . be an ordering of𝑉 (𝑔) \𝑆 ′ in non-decreasing order

regarding their numbers of non-neighbors in 𝑆 ′. UB3 states that

the maximum 𝑘-defective clique in the instance (𝑔, 𝑆′) is of size at
most |𝑆 ′ | plus the largest 𝑖′ such that

∑𝑖′
𝑗=1 |𝑁𝑆 ′ (𝑣 ′𝑗 ) | ≤ 𝑘 − |𝐸 (𝑆 ′) |.

Note that, we have∑𝑙𝑏−|𝑆 |
𝑗=1

|𝑁𝑆 ′ (𝑣 ′𝑗 ) | ≥
∑𝑙𝑏−|𝑆 |

𝑗=1
|𝑁𝑆 (𝑣 𝑗 ) |

> 𝑘 − |𝐸 (𝑆) | − |𝑁𝑆 (𝑣𝑖 ) | = 𝑘 − |𝐸 (𝑆 ′) |

where the first inequality follows from the fact that |𝑁𝑆 ′ (𝑣) | ≥ |𝑁𝑆 (𝑣) |
holds for every 𝑣 ∈ 𝑉 (𝑔) \ 𝑆 ′, and the second inequality follows

from the statement of the reduction rule RR3. Consequently, the
maximum 𝑘-defective clique in the instance (𝑔, 𝑆′) is of size strictly
less than |𝑆 ′ | + (𝑙𝑏 − |𝑆 |) = 𝑙𝑏 + 1. That is, every 𝑘-defective clique
that is in the instance (𝑔, 𝑆) and contains 𝑣𝑖 is of size at most 𝑙𝑏,

and thus we can remove 𝑣𝑖 from 𝑔. □

Then, we propose the reduction rule RR4.
RR4 (second-order reduction rule). Given an instance (𝑔, 𝑆)

with 𝑆 ≠ ∅, for any vertex𝑢 ∈ 𝑆 and 𝑣 ∈ 𝑉 (𝑔)\𝑆 , let 𝑆 ′ = 𝑆∪𝑣 ,
𝑐𝑛(𝑢, 𝑣) be the number of common neighbors of 𝑢 and 𝑣 in

𝑆 ′ = 𝑉 (𝑔) \ 𝑆 ′, 𝑐𝑛𝑜𝑛(𝑢, 𝑣) be the number of common non-

neighbors of𝑢 and 𝑣 in 𝑆 ′, 𝑥𝑛(𝑢, 𝑣) be the number of vertices

that are exclusive neighbors of either𝑢 or 𝑣 in 𝑆 ′; specifically,
𝑥𝑛(𝑢, 𝑣) = |𝑁

𝑆 ′ (𝑢) \ 𝑁𝑆 ′ (𝑣) | + |𝑁𝑆 ′ (𝑣) \ 𝑁𝑆 ′ (𝑢) |.
If |𝑆 ′ | +𝑐𝑛(𝑢, 𝑣) +min

(
𝑘− |𝐸 (𝑆 ′) |, 𝑥𝑛(𝑢, 𝑣)

)
+min

(
𝑐𝑛𝑜𝑛(𝑢, 𝑣),

max(0, ⌊ 𝑘−|𝐸 (𝑆
′ ) |−𝑥𝑛 (𝑢,𝑣)
2

⌋)
)
≤ 𝑙𝑏, then we can remove 𝑣

from 𝑔.

Proof of RR4. Let’s consider the instance (𝑔, 𝑆′). It is easy to

verify that 𝑐𝑛(𝑢, 𝑣), 𝑐𝑛𝑜𝑛(𝑢, 𝑣) and 𝑥𝑛(𝑢, 𝑣) represent disjoint sub-
sets of vertices of 𝑉 (𝑔) \ 𝑆 ′ and 𝑐𝑛(𝑢, 𝑣) + 𝑐𝑛𝑜𝑛(𝑢, 𝑣) + 𝑥𝑛(𝑢, 𝑣) =
|𝑉 (𝑔) \ 𝑆 ′ |. We consider two cases depending on whether 𝑘 −
|𝐸 (𝑆 ′) | > 𝑥𝑛(𝑢, 𝑣). Firstly, if 𝑘 − |𝐸 (𝑆 ′) | ≤ 𝑥𝑛(𝑢, 𝑣), then the maxi-

mum 𝑘-defective clique in the instance (𝑔, 𝑆′) will be of size at most

|𝑆 ′ | +𝑐𝑛(𝑢, 𝑣)+ (𝑘−|𝐸 (𝑆 ′) |), since (1) adding any exclusive neighbor
of𝑢 or 𝑣 to 𝑆 ′ will introduce at least one non-edge and (2) adding any
common non-neighbor of 𝑢 and 𝑣 to 𝑆 ′ will introduce at least two

non-edges. Similarly, if 𝑘 − |𝐸 (𝑆 ′) | > 𝑥𝑛(𝑢, 𝑣), then the maximum

𝑘-defective clique in the instance (𝑔, 𝑆′) will be of size at most |𝑆 ′ | +
𝑐𝑛(𝑢, 𝑣) + 𝑥𝑛(𝑢, 𝑣) + min(𝑐𝑛𝑜𝑛(𝑢, 𝑣), ⌊ 𝑘−|𝐸 (𝑆

′ ) |−𝑥𝑛 (𝑢,𝑣)
2

⌋). In sum-

mary, the maximum 𝑘-defective clique in the instance (𝑔, 𝑆′) is of
size atmost |𝑆 ′ |+𝑐𝑛(𝑢, 𝑣)+min

(
𝑘−|𝐸 (𝑆 ′) |, 𝑥𝑛(𝑢, 𝑣)

)
+min

(
𝑐𝑛𝑜𝑛(𝑢, 𝑣),

max(0, ⌊ 𝑘−|𝐸 (𝑆
′ ) |−𝑥𝑛 (𝑢,𝑣)
2

⌋)
)
and RR4 is correct. □

From the proofs of RR3 and RR4, it can be observed that the

reduction rules are actually designed based on upper bounds; for

example, RR3 is based on UB3. The general idea is that, given an

instance (𝑔, 𝑆) and a vertex 𝑣 ∈ 𝑉 (𝑔) \ 𝑆 , if an upper bound of the

instance (𝑔, 𝑆 ∪ 𝑣) is at most 𝑙𝑏, then we can remove 𝑣 from 𝑔. It

is easy to see that an alternative strategy is to directly generate

the instance (𝑔, 𝑆 ∪ 𝑣) which will then be pruned by the upper

bounds; this will have the same pruning effects as the reduction

rules. The advantage of using reduction rules to remove 𝑣 from

𝑔 is that the reduction rules can be applied more efficiently by

computation sharing; in particular, applying the reduction rules

for all vertices of 𝑉 (𝑔) \ 𝑆 can be conducted in linear time in total

(see Section 3.2.3), while generating all the sub-instances and then

pruning by the upper bounds would take quadratic time. On the

other hand, it is also worth mentioning that an upper bound could

be designed based on RR4; we do not use it in this paper since

computing this upper bound is time-consuming.

In addition, we also utilize the following two reduction rules

from the literature.

RR5. Given an instance (𝑔, 𝑆), for any vertex 𝑣 ∈ 𝑉 (𝑔) \ 𝑆
whose degree is less than 𝑙𝑏 − 𝑘 , we can remove 𝑣 from

𝑔 [11].

RR6. Given a graph𝐺 , for any edge (𝑢, 𝑣) ∈ 𝐸 (𝐺) whose num-

ber of common neighbors in𝐺 is less than 𝑙𝑏 −𝑘 − 1, we can
remove the edge (𝑢, 𝑣) from 𝐺 [16].

3.2.3 Time Complexity Analysis. Now, we analyze the time com-

plexity of all the upper bounds and reduction rules. Firstly, for the

upper bounds UB1–UB3, it is easy to see that UB2 and UB3 can be

computed in time linear to the number of edges (i.e., O(𝑚)); note
that, sorting vertices in UB3 can be conducted in linear time by

counting sort [12]. For UB1, we use the widely adopted greedy

approach to assign colors to vertices [8, 43]; that is, colors are as-

signed to vertices in the reverse order of the degeneracy ordering

(see Definition 2.3 for the definition of degeneracy ordering), and a

vertex is assigned the smallest color that has not been taken by its

neighbors. Consequently, UB1 can be computed in O(𝑚) time.

Secondly, for the reduction rules RR1–RR5, it is easy to see that
RR1, RR2 and RR3 can be exhaustively applied until convergence

(i.e., until the instance can no longer be reduced by these reduction

rules) in linear time. For RR4, we do not apply it exhaustively for

the sake of efficiency. Instead, we let 𝑢 be the vertex most recently

added to 𝑆 , and loop through each vertex 𝑣 ∈ 𝑉 (𝑔) \ 𝑆 only once.

Observing that 𝑐𝑛(𝑢, 𝑣) = |𝑁
𝑆 ′ (𝑢) ∩𝑁 (𝑣) |, 𝑐𝑛𝑜𝑛(𝑢, 𝑣) = |𝑁𝑆 ′ (𝑢) | −

|𝑁
𝑆 ′ (𝑢) ∩ 𝑁 (𝑣) |, and 𝑥𝑛(𝑢, 𝑣) = |𝑉 (𝑔) \ 𝑆

′ | − 𝑐𝑛(𝑢, 𝑣) − 𝑐𝑛𝑜𝑛(𝑢, 𝑣),
applying RR4 for 𝑢 and 𝑣 can be conducted in O(𝑑𝑔 (𝑣)) time by

marking 𝑁
𝑆 ′ (𝑢) and 𝑁𝑆 ′ (𝑢) in a preprocessing step. Consequently,

applying RR4 once for all vertices 𝑣 ∈ 𝑉 (𝑔) \ 𝑆 takes O(𝑚) time in

total. For the reduction rule RR5, it actually reduces the graph 𝑔 to

its (𝑙𝑏 − 𝑘)-core (see Definition 2.4), i.e., a vertex is removed from
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𝑔 if its degree in 𝑔 is smaller than 𝑙𝑏 − 𝑘 ; this can be conducted in

O(𝑚) time [10, 28]. Note that, if a vertex of 𝑆 is removed during

the process, then the instance (𝑔, 𝑆) is pruned (based on UB2).
Thirdly, for the reduction rule RR6, we only apply it in the

preprocessing (i.e., Line 2 of Algorithm 2) as it has a higher time

complexity than other reduction rules. Specifically, exhaustively

applying RR6 actually reduces the input graph𝐺 to its (𝑙𝑏 −𝑘 + 1)-
truss (see Definition 2.5), i.e., an edge (𝑢, 𝑣) is removed from𝐺 if the

number of common neighbors of its two end-points in 𝐺 is smaller

than 𝑙𝑏 − 𝑘 − 1; this can be conducted in O(𝛿 (𝐺) ×𝑚) time [46],

where 𝛿 (𝐺) is the degeneracy of 𝐺 and is at most

√
𝑚.

In summary, we apply reduction rules RR1–RR5 and upper

bounds UB1–UB3 in Branch&Bound; thus, 𝑃1 in Theorem 3.5 is

O(𝑚). For Line 2 of Algorithm 2, we first exhaustively apply RR5,
and then RR6. Thus, Line 2 of Algorithm 2 takes O(𝛿 (𝐺) ×𝑚) time.

3.3 Compute a Large Initial Solution
In this subsection, we discuss how to efficiently compute a large

initial 𝑘-defective clique at Line 1 of Algorithm 2. Firstly, we can

heuristically compute a 𝑘-defective clique in O(𝑚) time based on

the degeneracy ordering, i.e., the longest suffix of the degeneracy

ordering that is a 𝑘-defective clique. The pseudocode is shown in

Algorithm 3, denoted Degen.

Algorithm 3: Degen(𝐺,𝑘)
Input: A graph𝐺 and an integer 𝑘

Output: A large 𝑘-defective clique in𝐺

1 Compute a degeneracy ordering for the vertices of𝐺 ;

2 𝐶 ← the longest suffix of the degeneracy ordering that is a

𝑘-defective clique;

3 return𝐶 ;

As discussed at the end of Section 3.2.3, Line 2 of Algorithm 2

takes O(𝛿 (𝐺) ×𝑚) time; this is higher than the time complexity of

Degen. Thus, it makes sense to spend a little more time at Line 1 of

Algorithm 2 aiming to compute a larger initial solution. Motivated

by this, besides heuristically computing a degeneracy ordering-

based solution in the input graph 𝐺 , we also extract 𝑛 subgraphs

from 𝐺 — one subgraph for each vertex of 𝐺 — and heuristically

compute a degeneracy ordering-based solution in each of the sub-

graphs; the largest one among these 𝑛 + 1 solutions is then kept as

the initial solution. To bound the time complexity by O(𝛿 (𝐺) ×𝑚),
we extract the subgraphs based on a degeneracy ordering of 𝐺 .

Specifically, let (𝑣1, 𝑣2, . . . , 𝑣𝑛) be a degeneracy ordering of 𝐺 , the

subgraph extracted for 𝑣𝑖 then is the subgraph of 𝐺 induced by

the set of higher ranked neighbors of 𝑢 regarding the degeneracy

ordering, i.e., 𝑁 (𝑣𝑖 ) ∩ {𝑣𝑖+1, . . . , 𝑣𝑛}. The pseudocode is shown in

Algorithm 4, denoted Degen-opt. As the subgraph extracted for 𝑣𝑖
will have at most min(𝑑 (𝑣𝑖 ), 𝛿 (𝐺)) vertices, the time complexity of

Algorithm 4 is bounded by∑𝑛
𝑖=1min(𝑑 (𝑣𝑖 ), 𝛿 (𝐺))2 ≤

∑𝑛
𝑖=1 𝑑 (𝑣𝑖 ) × 𝛿 (𝐺) = 2 × 𝛿 (𝐺) ×𝑚

Consequently, by invoking Algorithm 4 at Line 1 of Algorithm 2,

𝑃2 in Section 3.1.3 is O(𝛿 (𝐺) ×𝑚), and the time complexity of kDC
is O(𝛿 (𝐺) ×𝑚 +𝑚 × 𝛾𝑛

𝑘
).

Example 3.8. Consider the graph in Figure 6, a degeneracy order-

ing is (𝑣1, 𝑣2, 𝑣5, 𝑣3, 𝑣4, 𝑣6, 𝑣7). Suppose 𝑘 = 1, the longest suffix that

Algorithm 4: Degen-opt(𝐺,𝑘)
Input: A graph𝐺 and an integer 𝑘

Output: A large 𝑘-defective clique in𝐺

1 𝐶 ← Degen(𝐺,𝑘 ) ;
2 Compute a degeneracy ordering for the vertices of𝐺 ;

3 for each vertex 𝑢 ∈ 𝑉 (𝐺 ) do
4 𝑁 + (𝑢 ) ← the set of higher ranked neighbors of 𝑢 in𝐺 ,

according to the degeneracy ordering;

5 𝑔← the subgraph of𝐺 induced by 𝑁 + (𝑢 ) ;
6 𝐶′ ← Degen(𝑔, 𝑘 ) ;
7 if |𝐶′ ∪𝑢 | > |𝐶 | then𝐶 ← 𝐶′ ∪𝑢;
8 return𝐶 ;

𝑣1

𝑣2

𝑣3

𝑣4

𝑣5

𝑣6

𝑣7

Figure 6: Running example for computing an initial solution
is a𝑘-defective clique is {𝑣4, 𝑣6, 𝑣7} of size 3; thus,Degen finds an ini-
tial solution of size 3. Now, let’s consider 𝑣1, its set of higher ranked

neighbors is𝑁 + (𝑣1) = {𝑣2, 𝑣3, 𝑣4}. It is easy to see that the subgraph
induced by 𝑁 + (𝑣1) is a 𝑘-defective clique. Thus, Degen-opt reports
the initial solution {𝑣1, 𝑣2, 𝑣3, 𝑣4} of size 4.

4 EXPERIMENTS
We have shown in Section 3.1 that our algorithm kDC achieves a

better time complexity than the existing algorithms for the problem

of maximum 𝑘-defective clique computation. In this section, we

show empirically that kDC also performs better than the existing

algorithms in practice. Specifically, we evaluate kDC against the

following existing algorithms.

• KDBB: the existing algorithm with the state-of-the-art prac-

tical performance proposed in [16].

• MADEC+p : the existing algorithm with the state-of-the-art

time complexity proposed in [11].

In addition, we also evaluate the following variants of our algorithm

kDC to test the effectiveness of the different components of kDC.

• kDC/UB1: kDC without the upper bound UB1.
• kDC/RR3&4: kDC without the reduction rules RR3 and

RR4.
• kDC-Degen: kDC with the initial solution (i.e., Line 1 of

Algorithm 2) computed by Degen and without applying the

reduction rule RR6 at Line 2 of Algorithm 2.

All our algorithms are implemented in C++ and compiled with

-O3 optimization.
2
All experiments are run in the single-thread

mode on a machine with an Intel Core i7-8700 CPU and 64GB main

memory and running Ubuntu 18.04.

Datasets. Same as [16], we run the algorithms on the following

three graph collections.

2
The source code of kDC is released at https://lijunchang.github.io/Maximum-kDC/

https://lijunchang.github.io/Maximum-kDC/
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Table 2: Number of solved instances by the algorithms kDC,
KDBB and MADEC+p with a time limit of 3 hours (best per-
formers are highlighted in bold)

Real-world graphs Facebook graphs DIMACS10&SNAP

kDC KDBB MADEC+p kDC KDBB MADEC+p kDC KDBB MADEC+p
𝑘 = 1 133 117 115 114 110 110 37 36 36

𝑘 = 3 130 107 94 114 110 104 37 35 31

𝑘 = 5 127 104 81 114 108 78 37 34 28

𝑘 = 10 119 85 36 111 109 9 36 30 15

𝑘 = 15 110 68 26 101 103 0 29 25 10

𝑘 = 20 104 56 20 88 80 0 27 22 6

• The real-world graphs collection 3
contains 139 real-world

graphs from the Network Data Repository with up to 5.87 ×
10

7
vertices and 1.06 × 108 undirected edges.

• The Facebook graphs collection 4
contains 114 Facebook

social networks from the Network Data Repository with up

to 5.92 × 107 vertices and 9.25 × 107 undirected edges.

• TheDIMACS10&SNAPgraphs collection contains 37 graphs
with up to 1.04×106 vertices and 6.89×106 undirected edges.
Among the 37 graphs, 27 are from DIMACS10

5
and 10 are

from SNAP
6
.

Note that, the graphs included in these three collections are the

same ones tested in [16].

Metric.We record the total processing time of running an algorithm

on a graph instance for a specific 𝑘 . The recorded processing time

is the total CPU time excluding the I/O time of loading the graph

instance from disk to main memory. Same as [16], we choose 𝑘 from

{1, 3, 5, 10, 15, 20} and set a time limit of 3 hours for each testing.

4.1 Against the Existing Algorithms
In this subsection, we evaluate our algorithm kDC against the

existing algorithms KDBB and MADEC+p , regarding the efficiency.

The results on the number of solved instances with a time limit of

3 hours are shown in Table 2, which are also partially illustrated in

Figures 7 and 8.MADEC+p is an improved version, by the authors

of KDBB [16], of the MADEC+ algorithm proposed in [11]. As the
authors of [16] are not able to provide the code of algorithms KDBB
andMADEC+p , their numbers reported in Table 2 are obtained from

the original paper [16]; note that [16] tests exactly the same sets

of graphs for the three graph collections and also has the time

limit of 3 hours. From Table 2, we can see that KDBB significantly

outperforms MADEC+p (especially for 𝑘 ≥ 5), and our algorithm

kDC further outperforms KDBB with the only exception of 𝑘 = 15

on the Facebook graphs collection. We also would like to highlight

two other observations that can be observed from Figures 7 and

8. Firstly, on the real-world graphs collection, kDC with a time

limit of 3 seconds solves even more instances than KDBB with a

time limit of 3 hours. Secondly, on the Facebook graphs collection,

kDC solves all 114 instances with time limits of 125, 393 and 1353

seconds, respectively, for 𝑘 = 1, 3 and 5. This demonstrates the

practical superiority of kDC over the existing algorithms.

To dive into a more detailed performance gain of kDC over

KDBB, we report the actual processing time of kDC and KDBB on

the subset of Facebook graphs that have more than 15, 000 vertices;

3
http://lcs.ios.ac.cn/~caisw/Resource/realworld%20graphs.tar.gz

4
https://networkrepository.com/socfb.php

5
https://www.cc.gatech.edu/dimacs10/downloads.shtml

6
http://snap.stanford.edu/data/

there are 41 such graphs. We report the results for 𝑘 = 1, 3, 5,

and 10 in Table 3, as KDBB only gave results for such 𝑘 values

in [16]; for now, please ignore the columns regarding algorithms

kDC/RR3&4, kDC/UB1, and kDC-Degen. The number of vertices

and edges in these graphs are also illustrated in Table 3. Note that,

an ‘−’ forKDBB indicates that the result is not available (specifically,

[16] didn’t report the results on the four graphs A-anon, B-anon,
konect, uci-uni), while an ‘−’ for our algorithms indicates that

the processing time is longer than the 3-hour limit. From Table 3,

we can observe that kDC consistently and significantly runs faster

than KDBB across all these testings. In particular, kDC on average

is 1552, 1754, 1636 and 820 times faster than KDBB for 𝑘 = 1,

3, 5 and 10, respectively. This further demonstrates the superior

performance of kDC over the existing fastest algorithm KDBB.
We also would like to discuss the performance of our algo-

rithm kDC on some large-scale graphs. Firstly, for the two graphs,

konect and uci-uni, in the Facebook graphs collection that have

58M vertices and 92M undirected edges (here M means ×106), kDC
is able to find the maximum 𝑘-defective clique within the time

limit for 𝑘 ≤ 5 and times out for larger 𝑘 values; please refer

to Table 3 for the results. Secondly, for the soc-orkut graph in

real-world graphs collection that have 3M vertices and 106M undi-

rected edges, kDC is able to find the maximum 𝑘-defective clique

within the time limit for 𝑘 ≤ 3 and times out for larger 𝑘 values.

Thirdly, we also tested kDC on the webbase-2001 graph (down-

loaded from https://law.di.unimi.it/datasets.php) that has 116M ver-

tices and 855M undirected edges. kDC is able to find the maximum

𝑘-defective clique for all the tested 𝑘 values within 30 seconds. It

will be our future work to further improve the number of solved

instances for the different 𝑘 values.

4.2 Ablation Studies
Now, we conduct ablation studies for our proposed techniques.

Firstly, we compare kDC with kDC/RR3&4 which is kDC without

applying our two reduction rules RR3 and RR4 that are described

in Section 3.2.2. The results for 𝑘 = 1, 3, 5, 10, 15, and 20 on the

real-world graphs collection are shown in Figure 7, and that on the

Facebook graphs collection are shown in Figure 8; specifically, we

vary the time limit and report the number of graph instances that are

solved by an algorithm within a specific time limit. We can see that

kDC consistently outperforms kDC/RR3&4, and the improvement

is more evident when 𝑘 becomes large; for example, for 𝑘 = 20 and

with a time limit of 3 hours, kDC solves 13 and 15 more instances

than KDBB on the real-world graphs collection and the Facebook

graphs collection, respectively. This demonstrates that our new

reduction rules RR3 and RR4 are effective in improving the effi-

ciency of maximum 𝑘-defective computation. However, we also

observe that kDC and kDC/RR3&4 perform similarly for 𝑘 ≤ 10

on the Facebook graphs collection; specifically, the processing time

of kDC/RR3&4 on 41 of the Facebook graphs for 𝑘 = 3 and 𝑘 = 10

are also listed in Table 3. One of the reasons is that the upper bound

UB1, which is used in both kDC and kDC/RR3&4, is very effective

for these testings, and as a result RR3 and RR4 do not prune many

additional vertices. To verify that, we also implement a version

of kDC without UB1, RR3 and RR4, denoted kDC/UB1&RR3&4,
and compare it with kDC/UB1. Our results show that kDC/UB1

http://lcs.ios.ac.cn/~caisw/Resource/realworld%20graphs.tar.gz
https://networkrepository.com/socfb.php
https://www.cc.gatech.edu/dimacs10/downloads.shtml
http://snap.stanford.edu/data/
https://law.di.unimi.it/datasets.php
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Table 3: Processing time (in seconds) of kDC, kDC/RR3&4, kDC/UB1, kDC-Degen and KDBB on the 41 Facebook graphs with more
than 15, 000 vertices; the results of kDC/RR3&4, kDC/UB1 and kDC-Degen for 𝑘 = 1 and 𝑘 = 5 are omitted due to space limitations.
Best performers are highlighted in bold; if a running time is slow than the fastest running time by less than 10%, we also
consider it to be best. 𝑛 is the number of vertices and𝑚 is the number of edges in the graph.

𝑘 = 1 𝑘 = 3 𝑘 = 5 𝑘 = 10

𝑛 𝑚 kDC KDBB kDC kDC/RR3&4 kDC/UB1 kDC-Degen KDBB kDC KDBB kDC kDC/RR3&4 kDC/UB1 kDC-Degen KDBB
A-anon 3M 23M 5.0 - 5.2 5.1 29 6803 - 5.7 - 73 412 6540 - -

Auburn71 18K 973K 1.4 432 1.9 1.6 384 55 536 8.6 639 956 905 - - 1195

B-anon 2M 20M 7.9 - 8.4 8.1 57 - - 9.2 - 44 56 7858 - -

Berkeley13 22K 852K 0.18 425 0.18 0.18 0.42 6.5 452 0.19 506 0.34 0.39 61 55 630

BU10 19K 637K 0.09 252 0.15 0.15 1.1 6.5 290 0.39 332 4.0 5.1 16 35 370

Cornell5 18K 790K 1.1 393 2.1 2.0 194 249 922 2.6 1265 17 16 8670 - 2636

FSU53 27K 1M 0.35 209 0.40 0.23 - 80 610 2.8 828 248 221 - 8351 1400

Harvard1 15K 824K 0.76 347 0.82 0.85 91 284 421 0.94 517 11 10 3680 - 1354

Indiana 29K 1M 0.46 1142 0.46 0.48 21 95 1138 0.53 1261 19 20 1975 3710 1421

Indiana69 29K 1M 0.46 1134 0.46 0.48 21 97 1072 0.54 1186 19 20 1964 3706 1321

konect 59M 92M 8.1 - 8.2 7.9 9.7 178 - 9.4 - - - - - -

Maryland58 20K 744K 0.10 150 0.12 0.11 0.18 4.1 162 0.12 185 0.60 0.82 2.7 8.2 239

Michigan23 30K 1M 0.63 833 0.66 0.63 0.88 1556 1072 0.67 971 2.2 2.9 215 - 1384

MSU24 32K 1M 0.35 493 0.35 0.33 0.40 92 576 0.34 666 0.47 0.50 1.5 10227 879

MU78 15K 649K 0.10 182 0.13 0.12 0.53 1.1 200 0.32 215 67 68 393 203 306

NYU9 21K 715K 0.09 349 0.09 0.09 0.13 17 399 0.09 396 0.12 0.13 0.17 26 466

Oklahoma97 17K 892K 0.78 383 0.96 0.89 - 1162 2048 5.1 3938 379 334 - 10533 6926

OR 63K 816K 0.16 356 0.30 0.34 21 9.9 456 1.0 587 55 55 885 258 1486

Penn94 41K 1M 0.23 1139 0.23 0.22 0.25 8.2 1557 0.23 1820 0.29 0.32 0.35 20 1972

Rutgers89 24K 784K 0.08 219 0.07 0.07 0.09 0.04 276 0.08 279 0.20 0.22 1.4 7.1 386

Tennessee95 16K 770K 0.54 246 0.56 0.53 2.7 16 361 0.52 424 1.8 1.7 62 884 554

Texas80 31K 1M 0.56 342 0.66 0.62 4.6 52 423 0.73 534 80 70 1136 2603 753

Texas84 36K 1M 6.2 1490 13 11 6503 5555 1674 69 2769 1321 1134 - - 10253

UC33 16K 522K 0.07 156 0.07 0.06 1.6 1.3 171 0.07 181 0.14 0.15 148 3.2 263

uci-uni 58M 92M 13 - 13 12 14 206 - 14 - - - - - -

UCLA 20K 747K 0.09 190 0.09 0.09 0.11 0.04 206 0.09 237 0.14 0.15 0.17 4.9 290

UCLA26 20K 747K 0.09 184 0.09 0.09 0.12 0.04 207 0.09 215 0.14 0.15 0.19 4.9 288

UConn 17K 604K 0.06 109 0.06 0.05 0.06 0.04 126 0.06 169 0.13 0.16 0.22 2.5 194

UConn91 17K 604K 0.06 105 0.06 0.05 0.07 0.04 123 0.06 173 0.13 0.16 0.22 2.5 208

UF 35K 1M 0.58 793 0.58 0.84 - 282 1332 0.74 1602 27 29 - 8777 2579

UF21 35K 1M 0.57 787 0.58 0.84 - 281 1297 0.74 1542 27 29 - 8767 2571

UGA50 24K 1M 5.7 724 43 37 - 4895 1467 165 2459 3318 2856 - - 6794

UIllinois 30K 1M 0.68 486 0.69 0.65 2.9 93 644 0.65 806 3.6 3.5 342 8237 1245

UIllinois20 30K 1M 0.68 486 0.68 0.65 2.9 93 610 0.66 784 3.6 3.5 341 8195 1217

UMass92 16K 519K 0.15 226 0.15 0.15 0.19 25 245 0.17 265 0.30 0.37 0.58 82 318

UNC28 18K 766K 0.46 236 0.47 0.45 0.82 54 287 0.46 336 2.1 2.1 15 7278 380

USC35 17K 801K 0.31 232 0.31 0.30 0.60 390 267 0.31 334 0.52 0.47 7.7 6226 409

UVA16 17K 789K 0.43 341 0.45 0.49 2.4 130 387 0.57 400 14 19 310 8666 552

Virginia63 21K 698K 0.29 84 0.29 0.29 0.34 1.3 103 0.26 143 1.1 1.1 2.9 169 215

Wisconsin87 23K 835K 0.17 532 0.18 0.18 9.7 19 612 0.31 664 47 43 1323 292 924

wosn-friends 63K 817K 0.16 375 0.30 0.34 21 10.0 438 1.0 533 54 55 895 259 1260

solves 5, 8, and 14 more instances than kDC/UB1&RR3&4, respec-
tively, for 𝑘 = 3, 5 and 10 on the Facebook graphs collection with a

time limit of 100 seconds; this demonstrates that RR3 and RR4 are

effective in these settings when UB1 is not applied.

Secondly, we evaluate kDC against kDC/UB1which is kDCwith-

out applying our upper bound UB1 as introduced in Section 3.2.1.

The results are also reported in Figures 7 and 8 and Table 3. We

can see that kDC consistently outperforms kDC/UB1, and the im-

provement can be large, especially on the Facebook graphs. This

demonstrates that our upper bound UB1 is effective in improving

the performance of kDC. Also, we would like to remark that UB3 is
the upper bound proposed in KDBB [16], and is also used in kDC.
Thus, our upper bound UB1 is also tighter than the one proposed

in [16], as otherwise, the performance of kDC would be similar to

that of kDC/UB1.
Thirdly, we compare kDC with kDC-Degen which is kDC in-

voking Degen to compute the initial solution at Line 1 of Algo-

rithm 2 and without applying the reduction rule RR6 at Line 2

of Algorithm 2. As a result, the preprocessing of kDC-Degen (i.e.,

Lines 1–2 of Algorithm 2) takes only O(𝑚) time, in contrast to the

Table 4: The difference of preprocessing results between kDC
and kDC-Degen (𝐶0 denotes the initial solution obtained by
Line 1 of Algorithm 2; 𝑛0 and 𝑚0 respectively denote the
number of vertices and the number of edges in the reduced
graph obtained by Line 2 of Algorithm 2; subscripts denote
the algorithms with kDC-Degen being abbreviated as kDC-D)

Real-world graphs Facebook graphs

|𝐶0

kDC |
|𝐶0

kDC-D |
𝑛0

kDC
𝑛0

kDC-D

𝑚0

kDC
𝑚0

kDC-D

|𝐶0

kDC |
|𝐶0

kDC-D |
𝑛0

kDC
𝑛0

kDC-D

𝑚0

kDC
𝑚0

kDC-D
𝑘 = 1 1.19 0.27 0.26 1.30 0.03 0.02

𝑘 = 3 1.15 0.47 0.45 1.26 0.04 0.03

𝑘 = 5 1.13 0.52 0.52 1.24 0.06 0.04

𝑘 = 10 1.11 0.63 0.63 1.21 0.11 0.08

𝑘 = 15 1.09 0.68 0.69 1.19 0.16 0.13

𝑘 = 20 1.08 0.73 0.74 1.18 0.23 0.19

O(𝛿 (𝐺) ×𝑚) preprocessing time of kDC. The experimental results

are again shown in Figures 7 and 8 and Table 3. We can see that

kDC consistently outperforms kDC-Degen, and the gap is huge

when both 𝑘 and the time limit are small, e.g., when 𝑘 ≤ 5 and the

time limit is at most 10 seconds. To explain this, we also show the
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(f) 𝑘 = 20

Figure 7: Number of solved instances for real-world graphs
(vary time limit, best viewed in color)
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(e) 𝑘 = 15
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(f) 𝑘 = 20

Figure 8: Number of solved instances for Facebook graphs
(vary time limit, best viewed in color)

Table 5: The (average and maximum) ratio of the maximum
𝑘-defective clique size over themaximum clique size for each
of the three graph collections

Real-world graphs Facebook graphs DIMACS10&SNAP

Avg Ratio Max Ratio Avg Ratio Max Ratio Avg Ratio Max Ratio

𝑘 = 1 1.067 1.5 1.032 1.25 1.046 1.200

𝑘 = 3 1.144 2 1.083 1.5 1.107 1.400

𝑘 = 5 1.201 2 1.118 1.67 1.169 1.600

𝑘 = 10 1.314 2.5 1.170 1.75 1.243 1.800

𝑘 = 15 1.422 3 1.223 2 1.313 2.000

𝑘 = 20 1.516 3.5 1.264 2.25 1.370 2.200

difference of preprocessing results between kDC and kDC-Degen
(i.e., Lines 1–2 of Algorithm 2) in Table 4. We can see that kDC
computes a larger initial solution and a smaller reduced graph than

kDC-Degen; the improvement is more significant when 𝑘 is small.

In summary, each of these additional techniques (i.e., reduction

rules RR3 and RR4, upper bound UB1, and computing a large

initial solution) improves the practical efficiency of kDC.

4.3 Properties of Maximum 𝑘-Defective Clique
In this subsection, we analyze the properties ofmaximum𝑘-defective

clique. Firstly, we compare the maximum 𝑘-defective clique size,

computed by kDC, with the maximum clique size, computed by

MC-BRB 7
[8], on the three graph collections. For each 𝑘 and each

7
https://lijunchang.github.io/MC-BRB/

Table 6: Number of graphs where the maximum 𝑘-defective
clique is an extension of a maximum clique

Real-world Facebook DIMACS10&SNAP

𝑘 = 1 133 114 37

𝑘 = 3 124 93 30

𝑘 = 5 114 77 28

𝑘 = 10 105 70 28

𝑘 = 15 98 62 23

𝑘 = 20 94 61 24

of the three graph collections, the results on the average and maxi-

mum ratio of
maximum 𝑘-defective clique size

maximum clique size
over all graphs that kDC

finishes within 3 hours are reported in Table 5 (the total number

of such graphs can be found in Table 2); we remark thatMC-BRB
successfully finds the maximum clique for all the graphs within

the time limit. From Table 5, we can see that on the real-world

graphs collection, the maximum 𝑘-defective clique size is on aver-

age 31% (and maximum 150%) larger than the maximum clique size

for 𝑘 = 10, and is on average 51% (and maximum 250%) larger for

𝑘 = 20. This demonstrates that the relaxation of 𝑘-defective clique

indeed enables us to find larger near-cliques.

Secondly, we look into the actual maximum 𝑘-defective clique

and check (1) whether it is an extension of a maximum clique and

(2) what fraction of its vertices have missing neighbors. Note that,

the maximum 𝑘-defective clique in a graph is not unique, and the

results reported here are based on the maximum 𝑘-defective clique

found by kDC and thus are only for the testings that finish within

https://lijunchang.github.io/MC-BRB/
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Table 7: Average percentage of vertices that are not fully
connected in the maximum 𝑘-defective clique

Real-world Facebook DIMACS10&SNAP

𝑘 = 1 19.2% 6.1% 16.9%

𝑘 = 3 33.7% 15.9% 32.3%

𝑘 = 5 43.3% 23.0% 46.6%

𝑘 = 10 52.5% 34.4% 56.8%

𝑘 = 15 59.5% 43.7% 64.7%

𝑘 = 20 62.9% 50.3% 65.9%

the time limit of 3 hours. The results are shown in Tables 6 and 7,

respectively. From Table 6, we can see that for many, although not

all, of the graphs, the maximum 𝑘-defective clique found by kDC is

an extension of themaximum clique; specifically, the lowest fraction

is
62

101
≈ 61.4% which is achieved for 𝑘 = 15 on the Facebook graphs

collection. Nevertheless, we have shown in Table 5 that maximum 𝑘-

defective cliques are larger thanmaximum cliques. From Table 7, we

can see that the percentage of vertices that are not fully connected

in a maximum 𝑘-defective clique increases along with 𝑘 , which is as

expected. For 𝑘 ≥ 10 on the real-world graphs collection, more than

half of the vertices in a maximum 𝑘-defective clique have missing

neighbors in the 𝑘-defective clique.

5 RELATEDWORK
The study of 𝑘-defective clique computation is still in its early stage.

The first exact algorithm for computing the maximum 𝑘-defective

clique was proposed in [44], which is based on the Russian doll

search [45], a solver for general constraint optimization problems.

The algorithm of [44] was then improved in [18] with new prepro-

cessing rules as well as a better implementation. A branch-and-price

framework was designed in [17]. A continuous cubic formulation

was established in [39], which generalizes the Motzkin-Straus for-

mulation from the maximum clique problem to the maximum 𝑘-

defective clique problem; however, only heuristic algorithms are

designed in [39]. Chen et al. [11] proposed theMADEC+ algorithm
whose time complexity beats the trivial O∗ (2𝑛) time complexity,

and developed a graph coloring-based upper bound as well as other

pruning techniques. The KDBB algorithm proposed in [16] is the

currently fastest algorithm in practice, but its time complexity is the

trivial O∗ (2𝑛). In this paper we proposed the kDC algorithm which

not only has a better time complexity but also runs significantly

faster in practice than all existing algorithms.

The problem of (approximately) counting all 𝑘-defective cliques

of a particular size, for the special cases of 𝑘 = 1 and 2, was recently

formulated and studied in [21]. As the property of 𝑘-defective clique

is hereditary, the number of 𝑘-defective cliques could explode dras-

tically when the maximum 𝑘-defective clique size increases. Thus,

the maximum 𝑘-defective clique size may provide a rough indica-

tion on the counting results. In addition, the pruning techniques

proposed in this paper may speed up the enumeration and counting

of large 𝑘-defective cliques.
Another related problem is maximum clique computation, which

has been extensively studied both theoretically and practically.

From a theoretical perspective, the worst case time complexity has

been gradually improved from O∗ (1.4422𝑛) to O∗ (1.2599𝑛) [41],
O∗ (1.2346𝑛) [22], and O∗ (1.2108𝑛) [32], with the state of the art be-
ing O∗ (1.1888𝑛) [33]; however, these algorithms are of theoretical

interests only and have not been implemented. On the other hand,

a plethora of practical algorithms, without caring about the time

complexity analysis, have also been designed and implemented,

e.g., [7, 8, 25, 26, 29, 30, 34, 36, 42, 43, 47]. For these algorithms, up-

per bounds have been demonstrated to be critical for the practical

efficiency, and the most successful upper bounds are based on graph

coloring and MaxSAT reasoning. However, these techniques cannot

be easily extended to compute the maximum 𝑘-defective clique for

𝑘 ≥ 1, despite that 𝑘-defective clique is a relaxation of clique and

0-defective cliques are just cliques. For example, it was attempted

in [11] to adapt the graph coloring to compute an upper bound

of the maximum 𝑘-defective clique size, but as we demonstrated,

the adaptation failed to compute a tight upper bound and is not

effective in improving the efficiency. In contrast, we in this paper

proposed a much tighter upper bound based on graph coloring.

6 FINDING TOP-𝑟 𝑘-DEFECTIVE CLIQUES
In this section, we briefly discuss how to extend our techniques

to two variants of finding top-𝑟 𝑘-defective cliques. A thorough

investigation of these problems is beyond the scope of this paper,

and will be our future work.

Firstly, our techniques can be extended to find top-𝑟 maximal 𝑘-

defective cliques, i.e., find the 𝑟 maximal 𝑘-defective cliques that are

largest. To do so, wewill need tomodify our algorithm to enumerate

all large maximal 𝑘-defective cliques. Specifically, we will need to

(1) change the𝑑𝑔 (𝑢) condition ofRR2 to𝑑𝑔 (𝑢) ≥ |𝑉 (𝑔) |−1, (2) store
in C the set of 𝑟 currently found largest maximal 𝑘-defective cliques

rather than just the single largest one, (3) change the lower bound

𝑙𝑏 used in RR3–RR6 to be the size of the smallest 𝑘-defective

clique in C. Due to the first change, the time complexity would be

O∗ (𝛾𝑛
2𝑘
), the same as the maximum 𝑘-defective clique computation

algorithm of [11].

Secondly, our techniques can be extended to find top-𝑟 diversified

𝑘-defective cliques, i.e., find 𝑟 𝑘-defective cliques that collectively

cover/contain the most number of distinct vertices. Specifically, we

iteratively conduct the following until 𝑟 𝑘-defective cliques have

been reported or the graph becomes empty:

(1) find the maximum 𝑘-defective clique 𝐶 in the current graph

by invoking kDC,
(2) remove 𝐶 from the current graph.

Note that, this approach may not find the optimal result, but the

reported result provides a (1 − 1

𝑒 )-approximation guarantee. The

time complexity is simply 𝑟 times that of kDC.

7 CONCLUSION
In this paper, we advanced the state of the art for the problem of

exact maximum 𝑘-defective clique computation, in terms of both

worst case time complexity and practical performance. In specific,

we first developed a general framework kDC based on our newly

designed branching rule BR and reduction rules RR1 and RR2.
We proved that our framework beats the trivial time complexity

of O∗ (2𝑛) and achieves a better time complexity than all existing

algorithms. Then to make kDC practically efficient, we further

proposed a new upper bound UB1, two reduction rules RR3 and

RR4, as well as an algorithm for efficiently computing a large initial

solution. Extensive empirical studies on three benchmark graph
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collections with 290 graphs in total demonstrated the practical

superiority of kDC over the existing algorithms.
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